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Axel Fischer

Walter Riess

Joerg R. Seume

Turbomachinery Laboratory,
University of Hannover,

Appelstr. 9,
D-30167 Hannover, Germany

Performance of Strongly Bowed
Stators in a Four-Stage
High-Speed Compressor
The FVV sponsored project ‘‘Bow Blading’’ (cf. acknowledgments) at the Turbomachinery
Laboratory of the University of Hannover addresses the effect of strongly bowed stator
vanes on the flow field in a four-stage high-speed axial compressor with controlled diffu-
sion airfoil (CDA) blading. The compressor is equipped with more strongly bowed vanes
than have previously been reported in the literature. The performance map of the present
compressor is being investigated experimentally and numerically. The results show that
the pressure ratio and the efficiency at the design point and at the choke limit are reduced
by the increase in friction losses on the surface of the bowed vanes, whose surface area is
greater than that of the reference (CDA) vanes. The mass flow at the choke limit decreases
for the same reason. Because of the change in the radial distribution of axial velocity,
pressure rise shifts from stage 3 to stage 4 between the choke limit and maximum pressure
ratio. Beyond the point of maximum pressure ratio, this effect is not distinguishable from
the reduction of separation by the bow of the vanes. Experimental results show that in
cases of high aerodynamic loading, i.e., between maximum pressure ratio and the stall
limit, separation is reduced in the bowed stator vanes so that the stagnation pressure ratio
and efficiency are increased by the change to bowed stators. It is shown that the reduction
of separation with bowed vanes leads to a increase of static pressure rise towards lower
mass flow so that the present bow bladed compressor achieves higher static pressure
ratios at the stall limit.@DOI: 10.1115/1.1649743#

Introduction
To optimize state of the art turbomachinery, it is necessary to

control the flow in the end-wall regions. Therefore, the current
development of new turbine and axial compressor blading is char-
acterized by three-dimensional blading concepts. Leaned, bowed,
and swept vanes are the subject in many numerical studies and
wind tunnel experiments~e.g.,@1–3#!.

The characteristic features of a bowed vane are a positive lean
angle at the hub and a negative lean angle at the shroud in com-
parison with a normal, radially stacked vane. The leaned vane
induces radial forces on the fluid, so that at the acceleration part of
the vane the streamlines are moved to the midspan section. At the
deceleration part of the vane the streamlines are moved from the
mid-span section towards the end walls. The loading of the flow in
the end wall regions is reduced which can lead to lower end wall
losses and reduce the tendency toward corner stall.

Joslyn@1# showed, that corner stall is one of the most important
secondary flow-field effects in compressor stator vanes and that
corner stall losses have great influence on overall losses. Breugel-
mans@2# and Shang@3# showed with linear-cascade wind tunnel
experiments, that corner stall can be reduced by leaned and bowed
stator vanes. Because of the shift of mass flow towards the mid-
span section of the vane, the losses at midspan increased more
than they decreased at the hub. Weingold et al.@4# demonstrated
that a three-stage high-speed compressor, equipped with bowed
stator vanes can increase pressure ratio and efficiency from the
choke limit through surge conditions.

To study the effects of strongly bowed stator vanes on compres-
sor performance and on the radial distribution of aerodynamic
loading, the last two stages of the present test rig were equipped
with strongly bowed stators, without change of the rotor blading
and the vane count. The flow fields were measured by pneumatic

four-hole probes. On the suction and pressure side of the vane of
the third stage, static surface pressures were measured to deter-
mine the local pressure distribution and to identify zones of sepa-
ration. The performance map of the compressor with bowed vanes
was determined and conditions of stall, choke, and best efficiency
were identified at design speed. Detection of separation and of
rotating stall were supported by unsteady pressure measurements.
The effect of bow was predicted using commercial CFD codes.
Pressure distributions, pressure rise and efficiency trends were
predicted at design point and choke.

Modifications of Bowed Vanes
Figure 1 shows the stacking line of the bowed vane. The shift

of stacking line is purely tangential. The lean angle at the hub is
35°, at the shroud it is 30°. At mid span, the vane is stacked
radially. The vanes of the reference design are radially stacked
over the entire span. Stagger angle and chord length of the bow
vanes do not vary relative to the reference blades except of a small

Contributed by the International Gas Turbine Institute and presented at the Inter-
national Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, June
16–19, 2003. Manuscript received by the IGTI Dec. 2002; final revision Mar. 2003.
Paper No. 2003-GT-38392. Review Chair: H. R. Simmons.

Fig. 1 Stacking line of bow vane and drawing of bowed
stator 3

Copyright © 2004 by ASMEJournal of Turbomachinery JULY 2004, Vol. 126 Õ 333

Downloaded 31 May 2010 to 171.66.16.21. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



change at hub and shroud section which were twisted by 1 deg
towards flow direction. The vane count of the reference design
and the design with bowed vanes is equal.

Test Rig and Measurement Techniques
The test rig is driven by a 1300 kW DC motor. The compressor

itself is a four-stage high-speed machine fully equipped with CDA
blading. The maximum speed is 18,000 rpm, the design speed of
the present tests is 17,100 rpm and the compressor generates an
overall total pressure ratio of 2.65:1,@5#. Figure 2 shows that the
throttle of the compressor is located close to the last stage, so that
the volume between outlet and throttle is small. This allows throt-
tling the compressor until full-span rotating stall occurs without
facing the risk of a low frequency surge.

The mass flow is metered by an orifice. The axial inlet flow
conditions are measured by radially traversing with a Prandtl tube
and a temperature probe. The outlet flow conditions and the flow
field between the blade rows are measured by radially and circum-
ferentially traversing with a pneumatic four-hole probe including

a temperature sensor. Efficiency and overall total pressure ratio
are then computed from the flow field data. Static surface pressure
distributions on the surface of the third stator are determined with
instrumented vanesFig. 3.

Static pressures at the casing are measured to determine the
pressure ratios of the single blade rows and the stages. For inves-
tigations of stall inception and the initialization of full-span rotat-
ing stall, unsteady pressure transducers are installed in the casing
and in an additional unsteady four-hole probe.

Three-Dimensional Navier-Stokes Computations
To investigate the effects of bowed blading numerically, the

finite-volume based Navier-Stokes solver FINE™ Turbo by NU-
MECA International was applied. The complete compressor, in-
cluding the inlet duct and the exhaust diffuser was meshed,Fig. 4,
and the constant speed lines for the reference design and the con-
figuration with bowed vanes were computed. The rotor/stator in-
teraction was simulated by using quasi-steady mixing planes
which average the flow properties at the rotor/stator interface,@6#.

For symmetry reasons, only one pitch of every blade row needs
to be computed. The inlet boundary is set to standard ambient
conditions. At the compressor discharge, the static wall pressure is
set. If this wall pressure is raised it is like closing the outlet
throttle of the machine. For flow field analysis, the same planes
are used as the probe traversing planes of the test compressor.

A portion of the mesh is shown inFig. 5. Every single row is
resolved with about 160,000 cells, including nine radial cell layers
for the rotor tip clearance. The total compressor is meshed with
1.8 million cell volumes. The turbulence model is the algebraic
Baldwin-Lomax model, because in comparison with multiple-
equation models it is unsusceptible to numerical instability and
accelerates the computation. The computation of one operating
point takes half a day on a single-processor workstation equipped
with a 750 MHz processor and 2.5 Gb memory.

Fig. 2 4-stage axial compressor

Fig. 3 Third stator instrumented reference vane

Fig. 4 Meridional view of the computational domain

Fig. 5 Portion of the mesh
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Results

Characteristics of the Present Axial Compressor. Figure 6
shows a typical constant-speed operating line of the present re-
search compressor in terms of static pressure ratio. The static pres-
sure ratio is the static outlet pressure divided by the static inlet
pressure. Closing of the outlet throttle of the compressor leads to
a rising static outlet pressure and a decreasing mass flow. Because
the inlet dynamic pressure decreases with decreasing mass flow,
the static pressure at the compressor inlet rises, if the inlet stag-
nation pressure is held constant as is the case for each constant
speed operating line. While the static pressures behind each row
of rotor blades and stator vanes, and at the outlet of the compres-
sor rises up to the point at which the compressor stalls, the static
pressure ratios of the individual stages and their product, the over-
all static pressure rise up to a maximum and then decrease as the
outlet throttle is closed. Excessive aerodynamic loading of an air-
foil generates such strong flow separation that turning is reduced,
leading to a reduction of pressure ratio. Therefore, flow separation
exists at the points of maximum static pressure ratio of single-
blade rows and beyond towards the stall limit. Since the overall
static pressure ratio is the product of the single-pressure ratios, its
maximum indicates one or more blade rows with separated flow.

Depending on the system downstream of the compressor, rotat-
ing stall and/or surge occur at the left limit of the operation line,
@7#. If the volume between compressor discharge and throttle can
store enough compressed gas, the compressor will tend to surge at
low frequency. If there is effectively no volume between the dis-
charge and the throttle as in the present research compressor, a
closing of the outlet throttle does not result in surge but in rotating
stall. This property qualifies the present compressor test rig for
investigations on flow separation and rotating stall without run-
ning the risk of damaging the rig.

Mechanism of the Bowed Vanes. At the front ~acceleration!
part of the suction side compressive normal blade forces act on
the flow. In the case of positively leaned or bowed vanes, a radial
component is superimposed on these forces which drives the flow
towards the midspan section of the blade. Therefore, the flow near
midspan of a bowed vane is faster than in the reference case while
the velocity in the regions near the hub or shroud is reduced. At
the aft~deceleration! part of the blade the fluid is driven from the
midspan section towards the end walls by the suction normal
blade forces. The higher acceleration in the front part at midspan
implies a higher pressure rise and thus tends to cause separation in
the deceleration part. Near the end walls, the effect is vice versa:
The adverse pressure gradient in the deceleration part of the suc-
tion side is reduced and so is the tendency towards separation.
In particular near the hub, the tendency toward corner stall is
reduced.

The mechanisms of bow in a vane are demonstrated by stator 3
because the vanes of stator 3 have pressure taps.Figure 7 shows

the computed static pressure distribution on the suction side of the
reference and the bowed vane of the third stator at the design
point. The dark gray and black zones indicate low pressure due to
high acceleration. The flow is thus deflected from the end wall
toward midspan in the front portion of the blade. The dotted lines
in Fig. 7 represent 15%, 50% and 85% span. The relevant oper-
ating point is indicated in the pressure ratio versus mass flow
diagram~from Fig. 6! in Figs. 7 through11. In Figs. 8and9, the
computed and measured~normalized with compressor discharge
pressure! surface pressure distributions of the reference and the
bow blading are shown for these three spanwise locations. In
comparison with the reference vane, the acceleration at the front

Fig. 6 Characteristic of the present axial compressor

Fig. 7 Pressure distribution on suction side of stator 3

Fig. 8 Normalized surface pressure on the reference vane

Fig. 9 Normalized surface pressure on the bowed vane
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portion of the bowed vane mid-span section increases while the
acceleration is reduced in near wall zones of the bowed vanes
when compared to the reference vane. This effect of reduced pres-
sure decrease is more pronounced near the hub because of the
lesser bow angle and the greater pitch to chord ratio at the shroud.
Downstream from the pressure minimum on the suction side, the
flow is decelerated and the pressure rises. In this deceleration area,
where flow separation occurs if the gradient of pressure rise be-
comes too large, the gradient at mid span is increased by the bow
while the gradient near the hub zone is decreased by bow.

Figure 10 shows the effect of bow in stator 3 on the axial
velocity in the axial gap between stator 3 and rotor 4 at the design
point. The values of velocities are circumferentially averaged
from a 15315 point traversing grid covering one pitch by a pneu-
matic four-hole probe which includes a thermocouple. Due to the
higher accelaration at the mid span of the bowed vane, which
causes a shift of mass flow towards mid span, the axial velocity at
midsection of the duct increases, while the axial velocity near the
hub decreases as a result of the lower acceleration here. Because
of the higher axial velocities at midspan of the bowed vane the
incidence angle at the inlet of the following rotor blade will de-
crease and the aerodynamic loading of the rotor will be reduced.

In summary, stator 3 shows two exemplary main effects of
bowed vanes. Because the pressure rise from minimum pressure
to trailing edge pressure of the bow-bladed near-hub section is
less, the tendency towards separation is reduced. Near midspan,
conversly the tendency towards flow separation increases. The
second effect of bow on stator 3 is a displacement of mass flow
from the near-wall zones towards the core flow zone in the decel-

eration~aft! portion of the vane, resulting in a lower axial velocity
of the near wall zones and a higher axial velocity in the mid
section in the following axial gap at the design operating point.

Effects of the Present Bow on the Flowfield. Figure 11and
Fig. 12 show the results of flow field traverses on a 12312 point
grid for the reference and the bowed vane downstream of the
fourth stator at different operation points.Figure 11 is a plot of
total pressure levels and velocity vectors at the design point of the
compressor.Figure 12 shows the same diagram at an operating
point near stall. High values of total pressure show zones of un-
disturbed flow, low values of total pressure show zones of high
losses like boundary layers, wake regions, or zones of separation.

At the design point, zones of losses are small. At the hub and
the shroud of the reference design, small regions of thick bound-
ary layers or small separation zones occur. These zones are re-
duced in the bowed stator vanes. The distinction of momentum
deficit due to boundary-layer losses, separation losses, and wake
losses was made in the present study by repeated flow field mea-
surements along the complete constant-speed operating line from
choke to stall. The plots are not shown here due to space con-
straints. In the near stall operation point big separation zones can
be seen in both, the reference and the bowed vane designs.

In the reference blading, corner stall extends from the hub
through midspan. In the bowed blading, the loading of the vane
and therefore the separation is shifted from the hub towards mid-
span. This separation zone is removed from the hub so that there
is no merging of corner stall separation with the separation on the
suction side of the blade. The pitch-averaged value of total pres-
sure of the bowed vane becomes higher, as indicated by a perfor-
mance map. The effect of moving the loading and separation to-
wards mid span is smaller in the third stator. Flow field data of the
third stator are not shown in this paper. In the third row of vanes,
the loading and the shape of separation zones is also moved to-
wards midspan but in contrast to stator 4, the separation at the hub
and the corner stall is not suppressed but merely reduced.

Effects of the Present Bow on Stage and Blade-Row Perfor-
mance. Figure 13shows the static pressure rise of each stage in
the reference and the bowed vane configuration at design speed.
All values in Figs. 13–17 were normalized with the design point
conditions of the reference compressor. For the bowed configura-
tion the pressure rise shifts such that the pressure rise of the stage
4 with bowed vanes increases while the pressure rise of stage 3
with bowed vanes decreases when compared with the reference
design. The loss of pressure rise in bowed stator 3 and stage 3 is
affected by the shift of mass flow to mid span and by the resulting
higher velocity level in the midspan section which in turn results
in lower deceleration. The higher axial velocity in the core flow at
the outlet plane of stator 3 reduces the incidence inlet flow angle
of rotor 4 at midspan and so effects a lesser loading of rotor 4. The

Fig. 10 Circumferentially averaged axial velocity at design
point

Fig. 11 Flow field downstream of stator 4, ‘‘design point’’

Fig. 12 Flow field downstream of stator 4, ‘‘near stall’’
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incidence flow angle of stator 4 increases which leads to an in-
creased pressure ratio for the bowed stator 4 when compared with
the reference. This effect decreases for decreasing mass flow, pre-
sumably because the acceleration zone of stator vanes becomes
smaller for lower mass flow due to increasing inlet incidence
angle.

Figure 14 shows the pressure ratio of the individual vanes of
stator 3 and stator 4. The relative changes of the constant speed
lines show the effects of the bowed stator vanes on the stator
characteristic which are caused by the reduced separation. After
passing the point of maximum pressure ratio towards lower mass
flow, the loss of pressure ratio is reduced for the bowed stator
vane 3 compared to the reference design. This is achieved by a
reduction in flow separation. The loss of pressure ratio of stator 4,

in which the corner stall was not just reduced but removed, is not
just reduced but the point of maximum pressure ratio is also
moved towards lower mass flow.

Effects of Bow on Compressor Performance. Figure 15
shows the static pressure ratio of the reference and the bowed
compressor blading. The pressure ratio at constant speed of the
bowed stator is reflected in the characteristics of the overall com-
pressor. Beyond the maximum pressure ratio towards lower mass
flow, the decrease of static pressure ratio is reduced by bow. From
a normalized mass flow of 0.975 to 0.925, the constant speed line
of the compressor with bowed vanes runs almost horizontal, indi-
cating that the reduction of flow separation by the bowed vanes
results in a higher static pressure rise if the machine is highly
loaded. At a mass flow of 0.83, stable operation of the compressor
is limited. Exceeding this limit leads to rotating stall, initialized in
the first stage,@8#. Since the first stage is initializing the rotating
stall, the bowed vanes do not affect this limiting mass flow. At the
stall limit, the pressure rise of the bow-bladed compressor exceeds
the pressure rise of the reference compressor by 1.4%.

Figure 16 shows the measured and computed overall total pres-
sure ratio characteristic of the compressor at design speed with the
reference and the bowed vane design.Figure 17 shows the corre-
sponding isentropic efficiencies. The left-most measurement
points ~at normalized mass flow50.9! in Fig. 16 andFig. 17 are
the last operating points where the flow probe could be traversed
without the risk of initiating compressor instability by the block-
age, caused by the probe itself. The relative error~in terms of
95%-confidence intervals! for mass flow is60.5%. The relative
error for total pressure is60.32% and for efficiency it is60.4%-
age points. From choke~normalized mass flow51.025! to the

Fig. 13 Stage static pressure ratio of the reference and the
bowed design

Fig. 14 Static pressure ratio of reference and bowed stator
vanes 3 and 4

Fig. 15 Overall static pressure ratio

Fig. 16 Overall total pressure ratio

Fig. 17 Isentropic efficiency
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point of maximum static pressure ratio~normalized mass flow
50.975!, the total pressure ratio and isentropic efficiency of the
reference compressor is higher. At the point of maximum static
pressure ratio, the measured lines overlap. From the point of
maximum static pressure to the highly loaded point near stall~nor-
malized mass flow50.9!, the total pressure ratio and isentropic
efficiency of the compressor with bowed vanes is higher by com-
parison. If not highly loaded, the higher losses of the bowed vanes
are plausible, considering that the surface area of the bowed vane
is about 7.5% larger in comparison with the basic vanes. The
higher isentropic efficiency and overall total pressure of the
bowed blading, when it is highly loaded, confirms the flow field
measurements which showed reduction of the corner stall~Fig.
12!.

The constant-speed lines of the Navier-Stokes computations
show, in comparison with the measurements, a displacement to-
wards lower mass flow of about 1.5%. The loss of isentropic
efficiency and overall total pressure of the bowed vane design
compared to the reference compressor from choke to the point of
maximum static pressure rise match the measured results. The
left-most points of the computations represent the respective
points of maximum static pressure rise for each constant speed
line. As described above, the static pressure defines the outlet
boundary of the computation. If the static pressure at the outlet
boundary is raised further, the computation becomes unstable.
Figures 16and17 show that the computed overall total pressure
rise and the isentropic efficiency to the left side of the measured
point of maximum pressure ratio are too high, respectively. This
failure is caused by the inability of the present computation to
capture the separated flows in the last stator rows. Before the
onset of the separation in the vanes, the computations become
unstable.

Conclusions
Numerical and experimental results show that through a 35 deg

bow angle at the hub and a 30 deg bow angle at the shroud, bowed
stator vanes shift the flow from the near-wall regions to the mid-
span of the vanes in the front portion of the vanes. This leads to
lower loading near the wall at the deceleration portion of the vane
and reduces or eliminates corner stall at the hub, when compared
with the reference, i.e., the radially stacked blade design. At the
shroud, the effect is insignificant, because for conventional com-
pressor designs, separation first arises at the hub. The higher load-
ing of the midspan section of the bowed vane leads to earlier
separation in this area. The increase of mass flow and thus the
increase of axial velocity at midspan of stator 3 leads to a lesser
loading of the following rotor 4 and to a shift of static pressure
rise from stator 3 to the last stator 4.

The reduction of separation leads to an increase in overall static
pressure rise, total pressure rise, and overall efficiency, when the
compressor is highly loaded. For moderate loading, the static
pressure rise does not change in comparison with the reference

blading design but efficiency is reduced because of higher friction
losses caused by the larger in surface area of the bowed vanes.
The constant-speed operating lines of bowed stators change so
that in the case of stator 3, the decrease of static pressure ratio is
reduced for high loading. In case of stator 4, the maximum static
pressure ratio moves to lower mass flow for bowed vanes. At the
stall limit, the static pressure rise of the bow-bladed compressor
exceeds the static pressure rise of the reference compressor by
1.4%. In future engine designs, this effect can be used move the
surge limit towards higher static pressures. The loss of efficiency
may be compensated by reducing the number of vanes which then
need to achieve a higher pressure rise, which, as shown above, can
be achieved by bowed vanes.
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A Numerical Investigation of the
Flow Mechanisms in a High
Pressure Compressor Front Stage
With Axial Slots
This paper describes the impact of axial slots on the flow field in a transonic rotor blade
row. The presented results are completely based on time-accurate three-dimensional nu-
merical simulations of a high pressure compressor front stage with and without casing
treatment. Two different axial positions of a casing treatment consisting of axial slots were
tested for their impact on flow stability and efficiency. The first tested position (configu-
ration 1) was chosen in a conventional way. The slots extend approximately from the
leading up to the trailing edge of the rotor blades. As expected, the simulations of the
compressor stage with this configuration showed a significant increase in flow stability
near surge compared to the solid wall case. However, a non-negligible decrease in effi-
ciency is also observed. Analyses of flow interactions between casing treatment and rotor
blade rows under transonic conditions lead to the general conclusion that the stabilizing
effect of circumferential grooves or axial slots mainly results from their impact on the tip
leakage flow and its resulting vortex. A characteristic vortex inside the slots is observed in
the simulations with the conventionally positioned casing treatment. This vortex removes
fluid out of downstream parts of the blade passage and feeds it back into the main flow
further upstream. The resulting impact on the tip leakage flow is responsible for the
increased flow stability. However, the interaction between the configuration 1 casing
treatment flow and the blade passage flow results in a significant relocation of the blade
passage shock in the downstream direction. This fact is a main explanation for the ob-
served decrease in compressor efficiency. A second slot position (configuration 2) was
tested with the objective to improve compressor efficiency. The casing treatment was
shifted upstream, so that only 25% of the blade chord remained under the slots. The
simulations carried out demonstrate that this shift positively affects the resulting effi-
ciency, but maintains the increased level of flow stability. A time-accurate analysis of the
flow shows clearly that the modified casing treatment stabilizes the tip leakage vortex and
reduces the influence on the flow inside the blade passage.@DOI: 10.1115/1.1731465#

Introduction
In highly loaded transonic compressor stages, with sufficient

solidity to prevent an aerodynamic overloading of the rotor blades
near surge, flow mechanisms inside the tip leakage and the result-
ing tip leakage vortex seem to be responsible for the loss of flow
stability under stall conditions. Measurements and CFD simula-
tions of several authors indicate that the tip leakage vortex in the
rotor blade passage undergoes a dramatic change in topology if
the compressor stage is operated near surge~Furukawa @1#,
Schlechtriem@2#, Hofman @3#, Wilke @4#, and Hoeger@5#!. Posi-
tion, extension, and behavior of the tip leakage vortex directly
depend on the loading of the compressor stage. As long as the
compressor stage is loaded with moderate pressure ratios the tip
leakage vortex is well structured and passes through the blade
passage shock without significant effects. However, if the pressure
ratio is increased above a certain limit a breakdown of the tip
leakage vortex is observed. Detailed CFD simulations of transonic
compressor stages indicate that high friction losses inside the vor-
tex core are mainly responsible for this observed behavior~Wilke
@4#!. The vortex breakdown is equivalent to the onset of a local
stagnation zone in the outer blade passage. Low-energy fluid,

which can not be transported through the pressure barrier of the
passage shock, gets caught inside this stagnation zone. Low-
energy fluid mainly results from the upstream tip leakage flow.
Under stable conditions, the fluid inside the stagnation zone con-
tinuously becomes re-energized by mixing and diffusion effects
with the high-energy main flow. This energy input prevents the
breakdown area from a continuous expansion. At surge, however,
this balance is severely disturbed. Therefore, more low-energy
fluid flows into the stagnation zone than can be re-energized. Con-
sequently the volume of the breakdown area grows rapidly. The
resulting blockage finally causes vast flow separations in the rotor
blade row and leads to compressor stall.

Experiments and CFD simulations demonstrate that casing
treatments are able to delay stall, if flow mechanisms in the casing
boundary layer and the tip leakage are responsible for the onset of
instabilities ~Greitzer @6#, Crook @7#, Wilke @4#, Qing @8#, Rabe
@9#, and Ghila@10#!. In general their stabilizing effects can only be
realized with a significant decrease in compressor efficiency. So
far only few configurations are known which, under certain con-
ditions, are able to delay stall without a negative impact on com-
pressor efficiency~e.g. Qing @8# and Thompson@11#!. In these
cases the interaction between the casing treatment, the blade pas-
sage flow and the tip leakage has not yet been fully understood. At
this point it has also not been explained in detail, in which impor-
tant flow mechanisms these casing treatments differ from other
configurations.
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The presented results are based completely on numerical simu-
lations and refer only to conditions of design speed. The impact of
the slots at off design speeds has not yet been investigated.

Investigated Compressor Stage and Casing
Treatments—Description of the CFD-Model Used for
the Simulation

The investigated compressor stage is a transonic front stage of a
modern high pressure compressor~HPC!. At the design point the
total pressure ratio of the front stage is 1.6 and the relative Mach
number at the rotor tip is about 1.4. The modeled tip clearance of
the rotor blades is about one percent of the axial tip chord length.

All presented results are based on three-dimensional, unsteady
Reynolds-averaged CFD simulations. In order to conserve com-
putational time, the modeling of the HPC front stage was reduced
to a single rotor blade passage. Detailed steady-state simulations
conducted during previous investigations~Wilke @4#! indicated
that the exit stator row has little influence on the basic near stall
flow mechanisms. Hence, the influence of the stator has been
completely neglected in the presented simulation. A simplified
exit condition defined by a circumferentially averaged static outlet
pressure in radial equilibrium was used instead. As opposed to the
stator blade row, the inlet guide vane~IGV! was substituted by
boundary conditions calculated from steady state simulations of
the complete HPC front stage. The IGV exit conditions were de-
fined by circumferentially averaged radial profiles for total pres-
sure, total temperature and the vector components of the velocity
direction. In contrast to the original compressor stage, the IGV
exit conditions were applied at about 1.1 times the axial tip chord
length further upstream, measured from the leading edge of the
rotor blade. These inlet conditions were kept constant for all simu-
lated configurations and operating points. The ratio between rotor
blade frequency and the acoustic transit time from the leading
edge of the rotor blade to the upstream boundary is about 1 and
from the trailing edge to the outlet boundary about 0.5.

The commercial solver NUMECA/EURANUS was used for the
simulations. The integration in time is implemented in the implicit
pseudo-time scheme. For the time-accurate simulation, 37 physi-
cal time steps per blade passage and 40 pseudo-time iterations
with a CFL number of 3 within each physical time step, were
performed. Single test runs with 67 physical time steps were car-
ried out in order to prove that 37 time steps are enough to resolve
all important information and give a time step independent solu-
tion. The algebraic Baldwin-Lomax model was used to introduce
turbulence. The computation of at least one rotation of the rotor
stage was necessary for each operating point in order to achieve
convergence in the simulation runs. This time period was suffi-
cient to distinguish stable operating points from unstable condi-
tions at stall up an accuracy of 2500 Pa in static back pressure.
Numerical stall appears as a transient flow field characterized by a
continuous decrease in mass flow, total pressure ratio and effi-
ciency. In the simulations, numerical stall was never a purely nu-
merical phenomenon, but arose always from physical conse-
quences due to distinctive flow mechanisms.

A block structured topology consisting of H-blocks for the inlet
and outlet and a main O-block~surrounding the rotor blade! was
used to model the rotor blade passage~Fig. 1!. The whole rotor
mesh—without casing treatment—consists of approximately 106

grid points. 81 grid points were used to model the blade passage
in the spanwise as well as in the blade-to-blade direction. The
O-grid has 241 grid points in the circumferential direction to en-
sure a high quality mesh at the leading and trailing edge of the
rotor blade. The tip clearance is modeled by 17 grid points in the
radial direction. Because of the low Reynolds description of the
boundary layer in the Baldwin-Lomax model used, the mesh was
stretched towards the solid boundaries in order to meet the reso-
lution requirement ofy1<2. The meshing used proved to produce
grid independent results in steady state simulations. So far, no
detailed grid refinement studies have been carried out for the un-

steady case due to massive computing time requirements. How-
ever, the authors believe that this meshing is suitable for unsteady
simulations as well.

Figure 2 shows a representation of the design of the tested
casing treatments. They consist of four identical axial slots per
blade passage and have an open area of 50% in the circumferen-
tial direction. The slots are parallel to the rotation axis of the rotor
and are inclined by 45 deg against a meridian plane in the direc-
tion of blade rotation. The slot shape is designed as a semicircle.
In configuration 1, the position of the slots is centered above the
rotor blade tip reaching from 7.5% to 92.5% of the chord length.
In configuration 2, the slots are moved upstream so that only 25%
of the blade chord length remains covered by the casing treatment.
The slots have a butterfly topology and consist of 25 grid points in
azimuthal and 57 grid points in main flow direction.

Considerations Relative to the Design of the Tested Cas-
ing Treatments

With its design and position casing treatment 1 represents a
well-known type of casing treatment. This type has a significant
stabilizing impact on rotor flows as shown by several authors
~Fujita @12# and Takata@13#!. The shape of the tested slots was
designed as a semicircle. This was done to improve flow circula-
tion inside the treatment by avoiding unnecessary stagnation
zones. Experiments demonstrate that a slope of the slots in direc-
tion of blade rotation enhances the resulting effectiveness~Fujita
@12# and Takata@13#!. The authors believe that this behavior can
be explained by an improved interaction with the tip leakage flow.
Based upon this knowledge the slope of the tested casing treat-
ment was set preliminarily to 45 deg. At this point literature avail-
able to us does not give any specific information about the number
of slots per passage, the slot height or slot width for a given
compressor configuration in order to achieve optimum results. For
that reason configuration 1 was designed as a preliminary configu-
ration with ‘‘average’’ geometric parameters. A main consider-
ation was to reduce computation time as much as possible by
choosing a small number of slots per blade passage. The intention
of simulating treatment 1 was, in addition to the investigation of
important flow mechanisms, a qualitative validation of the un-
steady CFD computations. The simulations clearly demonstrate
that this model is able to reproduce the stabilizing effect that was
expected based upon the corresponding experiments. Numerical
results at design speed indicate for casing treatment 1 a lowering
of stalling mass flow by 20% and a decrease in maximum effi-

Fig. 1 Grid for blade passage and casing treatments
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ciency by 4%. This is in good correlation with experimental data
from similar casing treatment designs~Fujita @12# and Takata
@13#!.

The authors believe that the stabilizing impact of casing treat-
ments is mainly based on their impact on the tip leakage flow and
its resulting vortex. The simulations show that especially the front
part of the tip leakage flow is very significant for the stability of
the tip leakage vortex. This can be concluded from the distribution
of relative velocity inside the tip clearance~Fig. 3, Wilke @4,14#!.
It is, therefore, obvious, that manipulating the complete tip gap
would not be more effective than simply using the high energy
leakage flow near the leading edge. Moreover, slots reaching from
the leading to the trailing edge of the rotor blades will unneces-
sarily increase the resulting leakage flow from downstream high-
pressure areas. To improve this situation, a shift of the slots in the
upstream direction would be an appropriate alternative. The modi-
fied casing treatment is expected to increase the flow stability and
at the same time to improve the efficiency level. The criterion for
the relocation was the distribution of the flow velocity inside the
tip clearance for the solid wall case. Detailed simulations indicate
that the highest velocities occur in the first 25% of the tip chord
for the investigated rotor blade row~Fig. 3!. Downstream of this
location, the level of velocity reduces rapidly.

At this point no optimization studies have been performed on
the slots in configuration 1 and 2. Therefore, they are expected to
have significant potential for further improvement. Possible geo-
metric variables for a parametric study could be the position of the
slot leading edge, the number of slots per passage and the slot
height and width.

Flow Mechanisms Inside the Rotor Without Casing
Treatment

The characteristics and mechanisms of the tip leakage flow and
its resulting vortex have already been analyzed by several authors
~Wilke @4#, Gerolymos@15#, and Hofmann@3#!. For that reason,
the investigation and description of the flow in the rotor stage
without casing treatment will concentrate only on such phenom-
ena that are essential to understand the impact of the tested casing
treatment configurations on compressor flow stability.

Important Properties of the Tip Leakage Flow. The tip
leakage flow can be seen mainly as a pressure enforced phenom-
enon driven by the pressure difference between the pressure and
the suction side at the rotor blade tip. Therefore, the tip leakage
flow is most intensive at operating points near stall where the
aerodynamic blade loading reaches a maximum. The flow veloci-
ties inside the tip clearance continuously increase in the direction
of the blade leading edge where the most intensive tip leakage
flow occurs. This fact can be shown to have a negative impact on
the losses inside the resulting tip leakage vortex and hence its
stability ~Wilke @4#!. Usually, the radial tip gap extension is
smaller than the overall thickness of the casing boundary layer.
For that reason the tip leakage flow is never an isolated mecha-
nism, but is always overlaid by the casing boundary layer. The
properties of this boundary layer are essential for the behavior of
the tip leakage flow and its resulting vortex. In particular, the axial
velocity component of the boundary layer is very significant be-
cause this component is responsible for turning the upstream ori-
entated tip leakage flow in the downstream direction.

In a similar way, mechanisms of the free main flow are super-
imposed upon the casing boundary layer near the blade tip. In
particular, the blade passage shock does not appear in the follow-
ing figures as clearly as it would in an inviscid flow. Near the
blade tip, typicall-shocks are observed instead.

Properties and Topology of the Tip Leakage Vortex. The
tip leakage vortex develops from a rolling-up of the leakage flow
after interacting with the incoming casing boundary layer. The
rotation of the leakage vortex results in the formation of a char-
acteristic trough in the static pressure distribution~Figs. 4and5!.

Fig. 2 Tested configurations of axial slots

Fig. 3 Relative tip leakage velocity near stall for the solid case
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This trough indicates the vortex trajectory. CFD simulations show
that the flow velocities inside the vortex core rapidly decrease in
the direction of the vortex trajectory. This can be explained by
massive friction effects due to high gradients in the distribution of

the angular velocity inside the vortex~Wilke @4#!. The high gra-
dients of angular velocity are the consequence of the distribution
of the leakage flow velocity inside the tip clearance~highest at the
leading edge and lowest at the trailing edge!. The higher the ve-
locities of the leakage flow are, the more intensive the friction
losses inside the leakage vortex will be. It is obvious fromFig. 3
that the high-velocity zone in the first 20–30% of the blade chord
has a dominating impact on the resulting losses. An appropriate
method for the evaluation of losses inside the rotor flow is the
computation of the total pressure in the relative system of the
rotor. This value is highest at rotor inlet and losses of any kind
cause a reduction of this initial value. InFig. 6 the formation of a
significant trough in the distribution of the relative total pressure
is illustrated for an operating point at the onset of vortex break-
down. Figures 4–6 show pressure contour plots within the sub-
sonic casing boundary layer. For that reason no losses occur in
Fig. 6 at the location of the passagel-shock. It is obvious from
Fig. 6 that the losses in the rotor flow mainly concentrate in the
vortex core and increase in the direction of the vortex trajectory.
The relative total pressure reaches a minimum shortly ahead of the
blade passage shock. If the compressor is operated at higher pres-
sure ratios, the value of the relative total pressure in this minimum
zone can even go beyond the level of the static pressure behind
the passage shock~seeFigs. 5and6!. This lack of energy blocks
the core part of the leakage vortex from passing through the pres-
sure barrier of the blade passage shock. As a consequence the
vortex core breaks down and the onset of a stagnation zone is
observed. Low-energy fluid, which can not be transported through
the blade passage shock, gets caught inside this stagnation zone.
Under stable flow conditions the fluid inside the stagnation zone
continuously gets re-energized by mixing and diffusion processes
between the core and outer parts of the vortex. This energy input
prevents the breakdown area from continuous expansion. At
surge, however, the re-energizing effects are no longer sufficient
to dampen an expansion of the stagnation zone. Hence, more low-
energy fluid flows into the stagnation zone than can be re-
energized. The volume of the breakdown zone rapidly grows until

Fig. 4 Static pressure in the blade passage at maximum effi-
ciency

Fig. 5 Static pressure in the passage near blade tip at the on-
set of vortex breakdown

Fig. 6 Relative total pressure in the passage near blade tip at
the onset of vortex breakdown
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the resulting blockage causes vast flow separations in the rotor
flow. This mechanism finally leads to compressor stall.

In the simulations, the position and the angle of the vortex
trajectory are found to be almost constant for operating points at
higher pressure ratios. This behavior has also been described in
other publications that investigate tip leakage flow in high-speed
compressors~Hofman @3# and Hoeger@5#!. The authors believe
that this property is a characteristic of high-speed compressors
and completely different from low-speed compressors. In low-
speed compressor investigations a significant shift of the leakage
vortex in the upstream direction is observed if the loading is in-
creased~Saathoff@16#!.

The simulations presented do not reveal an unsteady character
of the leakage vortex. However, this fact is probably due to the
numerical reduction of the computation model used to a single
blade passage with periodic boundary conditions. Future investi-
gations must take into account the unsteady interaction between
neighboring blade passages.

Computed Compressor Map and Topology of the Tip Leak-
age Vortex at Design Speed. Figure 7shows the characteristic
speed line of the simulated rotor at design speed without casing
treatment. Unsteady simulations were performed to evaluate the
single operating points. At a normalized mass flow of 1.0, the
compressor works at maximum efficiency~design point!. The
simulations indicate for this mass flow a well structured topology
of the tip leakage vortex. The complete vortex is able to pass
through the blade passage shock without significant disturbances
~Fig. 4!. At a normalized mass flow of 0.958, a breakdown of the
vortex core is observed, leading to a local stagnation zone. With

increased back pressures, the breakdown zone rapidly grows until
at a mass flow of 0.94, at which point the rotor reached numerical
stall.

Flow Mechanisms Inside the Rotor With Casing Treat-
ment

The plots in Fig. 7 show the influence of the tested casing
treatments on the behavior of the simulated rotor at design speed.
It is obvious from these data that a massive interaction with the
rotor flow takes place if the slots are applied. The surge line as
well as the efficiency are significantly affected by both casing
treatment configurations. Configuration 1 results, as expected
from corresponding experiments, in a stall point shift of about
20% to lower mass flows. This gain in flow stability correlates
with a drastic decrease in efficiency over the whole operating
range. At the design point the maximum efficiency gets reduced
by 4%. A significant improvement resulted from the application of
the configuration 2 casing treatment. The simulations revealed an
identical increase in flow stability for this setup, but the impact on
efficiency is much different. For mass flows higher than the design
point, a moderate decrease in efficiency of only 0.2% is observed
compared to the solid wall case. For mass flows lower than the
design point, the compressor efficiency increases. The efficiency
reaches the maximum value of the solid case.

Centered Positioned Axial Slots„Configuration 1…

Description of General Flow Mechanisms.Figure 8 shows
the time-accurate interaction between casing treatment configura-
tion 1 and the rotor flow near maximum efficiency~normalized
mass flow 0.985!. The contour plots show the distribution of static
pressure in the blade passage near the blade tip and inside a rep-
resentative slot~centerline!. Additionally, the vector field of the
flow velocity is given for the slot’s midplane.

In the slot, a characteristic vortex in a counterclockwise orien-
tation can be identified. This vortex, driven by the pressure gradi-
ent between the up- and downstream areas in the blade passage,
draws fluid out of downstream parts of the blade passage and
feeds it back into the main flow further upstream. The shock sys-
tem in the blade passage gets significantly changed by this mecha-
nism. Compared to the operating points of the solid case, a clear
spatial separation of the front shock from the downstream passage
shock is observed near the blade tip~Figs. 4, 5, and8!. This fact
correlates with the loading of the blade tip.Figure 9 shows the
time-averaged impact of casing treatment 1 on the distribution of
static pressure at the blade tip. The leakage flow into the slots
causes a pressure reduction in the back part of blade chord,
whereas the flow out of the slots even increases the loading of the
pressure side near the leading edge.

In the simulations, the blade passage shock is found to be al-
most steady in its position. Its changes in position are too small to
be clearly detected in the presented contour plots. However, a
small oscillation of the outgoing mass flow~about 0.1% of the
total mass flow! is observed. This oscillation is periodic with the
blade frequency and appears only in the outlet mass flow. This
behavior is characteristic for all simulated operating points. The
authors believe that the fluctuations in the outlet mass flow prin-
cipally correlate with a periodic movement of the blade passage
shock. At this point of the investigation, it is not yet clear, how
much an unsteady behavior of the blade passage shock is sup-
pressed by the computational reduction of the rotor stage to one
single blade passage. Near maximum efficiency the maximum
flow velocity inside the slots reaches approximately Mach 0.6 to
0.7. Due to this subsonic flow level, pressure information resulting
from the front-shock and the low-pressure area at the suction side
of the rotor blade are transported inside the slot in the clockwise
direction. The frequency cycle of these pressure waves corre-
sponds to the rotor blade frequency.

Fig. 7 Computed compressor map
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Figures 10and11 show the distribution of static pressure near
the blade tip and inside a slot for higher loadings. Here, no sig-
nificant changes in the general flow mechanism can be detected
near maximum efficiency. The maximum flow velocity inside the
slot increases somewhat for higher pressure ratios. At a normal-
ized mass flow of 0.84 a maximum flow velocity of 0.8 Mach is

observed~the flow vectors inFigs. 8, 10, and11 are plotted with
the same scale!. The simulations show for all operating points that
the total volume of casing treatment 1 is completely involved in
the flow interaction. No ‘‘dead’’ volume exists. At a normalized
mass flow of 0.959 the leakage flow that passes through the casing
treatment is about 3.8% of the total mass flow at the design point.

Fig. 8 Flow mechanisms with slot configuration 1 near maximum efficiency „normalized mass flow of 0.985 …
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This value increases for higher loadings. At a normalized mass
flow of 0.84, the slot leakage flow reaches 5.3%. This is mainly
due to an increased pressure level inside the blade passage.

Impact on Flow Stability. The high-pressure zone behind the
blade passage shock mainly drives the flow inside the slots. Com-
pressed air leaks continuously into the casing treatment and ex-
pands in the upstream direction. The mass flow by the slot vortex
is responsible for a significant behavior change of the tip leakage
flow and its vortex. In contrast to the untreated case, the spread of
the tip leakage flow perpendicular to the blade chord is almost
blocked. Depending on the flow field of the slot vortex, the tip
leakage flow is drawn either into the casing treatment or is de-
flected radially inwards by the bleed air coming out of the slots.
This mechanism prevents a loss-intensive rolling up of the tip
leakage flow. InFigs. 8, 10, and11 it can be seen that in the front
part of the blade tip, which is not under the casing treatment, a tip

leakage vortex develops like in the untreated case. A characteristic
low-pressure trough in the first 7.5% of the blade chord indicates
its trajectory. However, this vortex immediately disappears again
at the leading edge of the casing treatment. This impact of the
casing treatment minimizes the losses that would occur if the tip
leakage vortex rolls up as in the solid case. Moreover, high-energy
fluid transported from downstream parts of the blade passage con-
tinuously re-energizes the casing boundary flow in the upstream
blade passage. By comparing the distribution of relative total pres-
sure between slot configuration 1~Fig. 12… and the untreated case
~Fig. 6! it is obvious that the axial slots result in an improvement
of the energy level near the blade tip~note the different color
scales!.

Impact on Compressor Efficiency.Figures 8–11 indicate that
with the application of casing treatment 1 a significant impact on
the shock system, particularly that within the blade passage, is to
be expected. As opposed to the solid case, the blade passage shock
shifts significantly downstream due to the leakage flow through
the slots. InFigs. 8and10 the blade passage shock clearly sepa-
rates from the front shock at the blade leading edge. The shock-
shifting impact of slot configuration 1 is not limited to the blade
tip region, but extends significantly in the spanwise direction. By
viewing the azimuthal averaged static pressure distribution in the
blade passage this influence becomes very obvious.Figure 13
illustrates that almost the complete flow field in the blade passage
is affected by the casing treatment. The dislocation of the shock
system in the blade passage is one explanation for the observed
decrease in efficiency. Another point is the slot leakage flow itself.
As a result of the additional leakage flow, the already compressed
air is decompressed again in a continuous cycle. Therefore, more
work must be done by the compressor in order to maintain a
certain pressure ratio. The computed slot leakage near maximum
efficiency ~about 3.8% of the mass flow at the design point! is
nearly the same as the observed decrease in total efficiency of
about 4%.

Fig. 9 Time-avaraged loading of the blade tip, CT 1

Fig. 10 Slot configuration 1 at a normalized mass flow of 0.959

Fig. 11 Slot configuration 1 at a normalized mass flow of 0.84
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Upstream Positioned Axial Slots„Configuration 2…

Description of General Flow Mechanisms.As in configura-
tion 1, the flow orientation inside the slots is dominated by a
counterclockwise orientation. The driving force for the onset of
the observed slot vortex is the high-pressure zone due to the front
shock. It takes effect each time the blade leading edge passes a
slot. Hence, the slot flow has a highly unsteady character. The
simulations show that the velocities inside the slots significantly
increase, mainly with the intensity of the front shock. Near maxi-
mum efficiency of configuration 2, the maximum velocity reaches
only Mach 0.2–0.25, whereas at a normalized mass flow of 0.84,
the maximum velocity rises to Mach 1.0~the scaling of the veloc-
ity vectors is three times the scaling used for configuration 1!.
Figure 14 shows the time-accurate interaction between slot con-
figuration 2 and the rotor flow at a mass flow of 0.965. These
illustrations reveal that each time the front shock passes the slot,
fluid is drawn out of the blade passage into the casing treatment.
The shock intensity at this loading is not high enough to cause a
consistent flow circulation inside the complete slot volume. The
main counterclockwise flow field in the slot has superimposed
upon it secondary vortices that exhibit a clockwise orientation.
This behavior changes for higher loadings. At a normalized mass
flow of 0.84 a single strong slot vortex is observed. The mass flow
that passes through the casing treatment is significantly less com-
pared to configuration 1. Near maximum efficiency, the simula-
tions result in a slot leakage flow of about 1.2% of the compres-
sors mass flow at the design point. This value increases to 3.8% if
the normalized compressor mass flow is reduced to 0.84. The
impact on the shock system inside the blade passage is not as
intensive as it is observed with configuration 1. The location of
the front and blade passage shock is not significantly affected.
However, casing treatment 2 reduces the loading of the pressure
side where the blade is under the slots. This fact can be seen in the
azimuthal averaged static pressure in the blade passage~Fig. 13!
and in the time averaged loading of the blade tip~Fig. 15!.

Impact on Flow Stability. The tip leakage vortex is not de-
stroyed by the setup of casing treatment 2. However, its intensity
is significantly reduced in comparison to the untreated case. This
can be concluded from a visible weakening of the characteristic
pressure trough in the blade passage. The observed impact of slot
configuration 2 on the intensity of the tip leakage vortex is not
constant for all operating points. It is smaller for low pressure
ratios and grows with increasing blade loading. At very high pres-

Fig. 12 Distribution of relative total pressure at a normalized
mass flow of 0.959 for configuration 1

Fig. 13 Azimuthal avaraged distribution of static pressure in
the blade passage
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sure ratios the onset of the tip leakage vortex is almost completely
blocked in the first 25% of the blade chord„Fig. 13!. The removal
of tip leakage flow from the highly loaded pressure side through
the slot opening is responsible for the intensity-lowering influence
on the tip leakage vortex. This removed tip leakage flow is tem-
porarily buffered inside the slots. Where this fluid leaves the slots
again finally depends very much on the blade loading. For lower
pressure ratios the outlet is mainly the low-pressure zone at the

blade suction side, whereas this outlet shifts upstream for higher
blade loadings~Fig. 13!. In the first 25% of the chord the resulting
deflection of the tip leakage velocity component perpendicular to
the blade dampens the loss-intensive rolling up of the tip leakage
vortex. Hence, the losses inside the tip leakage vortex are reduced.
This allows the tip leakage vortex to be stable even under
conditions which, for the solid case, result in a vortex breakdown
~Fig. 16!.

Fig. 14 Flow mechanisms with slot configuration 2

Journal of Turbomachinery JULY 2004, Vol. 126 Õ 347

Downloaded 31 May 2010 to 171.66.16.21. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Impact on Efficiency. When compared to configuration 1,
configuration 2, the upstream shifted slots, has significantly less
impact on the rotor flow field. The flow field and the shock system
in the blade passage stay almost unchanged for lower pressure
ratios. This explains the negligible decrease in efficiency within
this operating range. In the solid wall case the properties of the tip
leakage vortex become more and more important for higher pres-

sure ratios. The tip leakage vortex is mainly responsible for losses
in efficiency and blockage effects near the outer casing. Slot con-
figuration 2 reduces the losses inside the leakage vortex~Fig. 17!
and thus stabilizes its topology. This, of course, positively affects
the compressor efficiency at higher pressure ratios.

Conclusion and Outlook
The simulations demonstrate that the stabilizing effects of the

tested casing treatments are based on their impact on the tip leak-
age flow and its resulting vortex. Both configurations show the
same effectiveness in delaying the onset of stall, but differ signifi-
cantly in their resulting impact on efficiency. Configuration 1
leads to a massive destruction of the tip leakage vortex, whereas
configuration 2 weakens the rolling up of the tip leakage flow.
Hence, it can be concluded from the simulations that it is more
advantageous to manipulate the tip leakage flow only in the very
upstream part of the blade chord, than over the complete width.
Configuration 2 represents a preliminary design. It surely has ad-
ditional potential for efficiency improvement. The identification of
design criteria, which are particularly advantageous to the weak-
ening of the tip leakage roll up, will be the focus of future work.
Investigations will concentrate on the question of how the flow
inside the slot has to be directed in order to increase flow stability
and efficiency as much as possible.
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Advanced High Turning
Compressor Airfoils for Low
Reynolds Number Condition—
Part I: Design and Optimization
High performance compressor airfoils at a low Reynolds number condition at
~Re51.33105! have been developed using evolutionary algorithms in order to improve
the performance of the outlet guide vane (OGV), used in a single low pressure turbine
(LPT) of a small turbofan engine for business jet aircrafts. Two different numerical opti-
mization methods, the evolution strategy (ES) and the multi-objective genetic algorithm
(MOGA), were adopted for the design process to minimize the total pressure loss and the
deviation angle at the design point at low Reynolds number condition. Especially, with
respect to the MOGA, robustness against changes of the incidence angle is considered.
The optimization process includes the representation of the blade geometry, the genera-
tion of a numerical grid and a blade-to-blade analysis using a quasi-three-dimensional
Navier-Stokes solver with a k-v turbulence model including a newly implemented tran-
sition model to evaluate the performance. Overall aerodynamic performance and bound-
ary layer properties for the two optimized blades are discussed numerically. The superior
performance of the two optimized airfoils is demonstrated by a comparison with conven-
tional controlled diffusion airfoils (CDA). The advantage in performance has been con-
firmed by detailed experimental investigations, which are presented in Part II of this
paper. @DOI: 10.1115/1.1737780#

Introduction
One approach to minimize the weight of small turbofan engines

for business jet aircrafts is to design a single-stage low-pressure
turbine together with an outlet guide vane: the OGV is set just
downstream of the single-stage turbine in order to remove swirl.
This way we hope to combine high efficiency at the cruise design
point with the condition of a lightweight design.

The OGV had to be designed for high subsonic inlet speed, a
high flow turning and a very low Reynolds number of about 1.3
3105 at the cruise point. Although there are several publications
on cascades at low Reynolds numbers, hardly any investigations
have been reported on the detailed blade design for such high-
turning low Reynolds number compressor blades. Almost all of
the papers deal with low-speed cascades or with high-speed cas-
cades but low turning airfoils. Rhoden@1# reported that for very-
low-speed cascades with a large camber angle a fairly high suc-
tion peak near the leading edge of the suction surface seems to be
effective to prevent a laminar separation. However, questions re-
main whether this concept is valid for high inlet speed regions.
Furthermore, additional analysis is required to determine the im-
portant factors for boundary layer transition and for laminar sepa-
ration bubbles for very low Reynolds numbers~e.g., @2#!. The
initial design of the high turning guide vane section, first carried
out for ground condition (Re50.863106), was based on the con-
cept of a controlled diffusion airfoil. A midspan cross section of
the three-dimensional outlet guide vane and the design parameters
are shown inFig. 1 and Table 1, respectively. The design inlet
Mach number is 0.60 and the design turning angle is 43 deg.
Because there is no streamtube contraction, the diffusion factor of
0.53 is relatively high. This blade is designated the baseline blade
OGV-BASE.

In order to evaluate the performance of the baseline compressor
blade experimentally, cascade tests have been carried out at DLR,
Cologne@3# in a wide range of Reynolds numbers. The first re-
sults on the baseline cascade are given inFig. 2, which shows the
Reynolds number characteristics at two different incidence angles.
It can be seen that for both cases the critical Reynolds number is
about 23105 and that the losses dramatically increase below this
number. Therefore, it is very important to understand the corre-
sponding flow mechanism first and in a second step to develop a
new design concept for an improved blade element in this critical
regime.

Recently, first results on the optimization of compressor airfoils
have been reported@4,5#. The complete design method consists of
a geometrical representation of the airfoil, a blade-to-blade flow
solver and a numerical optimization algorithm. Koeller et al.@4#
used a combination of stochastic and gradient algorithms for the
optimization, and a third-order spline for the representation. Be-
nini and Toffolo @5# used an evolutionary algorithm that belongs
to the class of global stochastic optimization methods together
with a Bezier spline. Both approaches used a viscous/inviscid
solver~MISES @6#! for the blade-to-blade analysis. In both studies
the Reynolds number was quite high~in the order of 2.53106)
which leads to a relatively simple flow field compared to the
present condition (Re51.33105). Since in our project phenom-
ena like large laminar separation bubbles and intensive turbulent
separations are likely to play a dominant role, it seems inevitable
to use a Navier-Stokes solver for the evaluation.

As shown inFig. 3, two different methods belonging to the
class of evolutionary algorithms, the evolution strategy~ES! and
the multi-objective genetic algorithm~MOGA! have been em-
ployed for the optimization. We used a Navier-Stokes solver first
during the optimization in a ‘‘fast’’ mode and later for validation
before the experiments were executed in a ‘‘precise’’ mode. In the
precise mode a new transition model adapted to the low Reynolds
number regime with a fine mesh resolution in the boundary layer
is used. Such a fine resolution is omitted in the fast mode in order
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to save computation time taking into account that during the op-
timization the flow solver will be called 6000~ES! and 12000
~MOGA! times, repeating. The final designs were experimentally
validated at DLR, Cologne, and additional flow analysis was car-
ried out to support the interpretation of the experimental results.

It is well known that freestream turbulence occurring in real
turbomachinery environments has a strong effect on the boundary
layer; it tends to cause early transition from laminar to turbulent
flow, @7#, and it may alter the separation behavior. However, in the
present work the freestream turbulence level for the optimization
process has been set to the low turbulent level of 0.6% that is
similar to the one in the planned experiments to allow a thorough
and reasonable verification of the design.

In Part I of the two contributions the focus has been put on the
results of the aerodynamic design optimization and in Part II on
the validation and the flow analysis. Here the target was to eluci-
date why the optimized airfoils have a superior performance.

Validation of Fast Navier-Stokes Solver. As the fast flow
solver, an in-house quasi-three-dimensional version of the Navier-
Stokes flow solver, HSTAR~Honda Software for Turbomachinery

Aerodynamics Research! with a low Reynoldsk-« turbulence
model proposed by Chien@8# is used. The quasi-three-dimensional
flow solver is a modified three-dimensional Navier-Stokes code,
@9#, for the purpose of calculating aerodynamical performance of
two-dimensional cascades in short time. The grid consists of 191
351 cells and the average value ofy1 near the wall is of the
order of 1.0. The computation time for one run with this grid is
about 3.5 minutes on an HP Alpha 21264 833MHz processor. In
the optimization process, AVDR has been always fixed to 1.0.

A typical example for the validation of the fast flow solver~no
transition model! is shown in Fig. 2. The CFD results do not
clearly show a sudden increase below the critical Reynolds num-
ber as it is observed in the experiment. However, qualitatively the
overall Reynolds number characteristics are well predicted.Fig-

Fig. 1 Cascade parameters

Fig. 2 Experimental and calculated Reynolds number charac-
teristics of baseline CDA cascade

Fig. 3 Design approach for the high turning compressor airfoil
for low Reynolds numbers

Fig. 4 Comparison of experiment and CFD simulation „no
transition model … in profile Mach number distribution

Table 1 Design parameters of OGV-BASE
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ure 4 shows a blade surface Mach number distribution of the
Reynolds number of 23105 for two incidence angles. At design
incidence (b15133 deg!, the experimental Mach number distri-
bution on the suction surface shows a laminar separation from
about 30 to 55% of chord. A more extended bubble is obtained at
the negative incidence (b15130 deg!. Both lead to a certain
amount of additional drag and performance deterioration. It is
interesting to note that thek-« model without an explicit transi-
tion model is able to simulate a similar midchord separation and
provides a reasonable loss level. Therefore, it seems acceptable
that this fast approach is applied during the optimization process.

Design Approach

Evolutionary Algorithms for Design Optimization. Evolu-
tionary algorithms belong to the class of global stochastic optimi-
zation algorithms. They are based on principles of evolutionary
biology, in particular on natural selection acting on a population
of different designs called individuals. The variation operators
produce genetic diversity and the selection directs the evolution-
ary search. Recombination or crossover which combines genetic
material and mutation which introduces stochastic changes, are
the main variation operators.

In this paper, we employ two algorithms that represent two
different approaches to the search process with respect to the rep-
resentation, to the variation operators and in particular to the de-
sign of the fitness function. The co-variance matrix adaptation-
evolution strategy~CMA-ES!, which was employed in the design
of the OGV-ES blade, is a single-objective algorithm and belongs
to the evolution strategies. The MOGA, which was employed in
the design of the OGV-MOGA blade, belongs to the class of
Pareto-based multi-objective algorithms,@10,11#, and its evolu-
tionary principles are based on the genetic algorithm.

For both optimizations, the inlet flow angle, the real chord
length and the solidity are fixed by design requirements. In order
to analyze a wide variety of possible design concepts, the geo-
metrical constraints were not the same for the CMA-ES and the
MOGA method. This has the drawback that the results cannot be
directly compared from an optimization point of view.~seeTable
2.!

Optimization With ES. In the design of the ES blade, a spe-
cial variant of evolution strategies with so-called co-variance ma-
trix adaptation ~CMA! has been applied. The details of the
CMA-ES are quite involved and the reader is referred to Hansen

et al. @12# for the implementation used here and to Olhofer et al.
@13# for the application of the CMA-ES to design optimization
problems.

Blade Profile Definition. A closed nonuniform third-order ra-
tional B-spline,@14#, is used for the representation of the blade, as
shown inFig. 5. The control points are subject to the optimization
and the resulting spline determines the contour of the represented
blade. In this optimization, the parameter vector consists of 14
spline control points, where each control point is represented by
three coordinates. Therefore, in total there are 42 parameters that
are optimized. This allows a high degree-of-freedom for variations
during the optimization. Nevertheless, the number of parameters
is small enough to allow a convergence of the algorithm within a
reasonable number of generations.

Objective Function. In order to calculate the fitness, three dif-
ferent criteria have to be considered: the pressure loss of the de-
sign, the deviation angle and the thickness of the blade. In prin-
ciple, two different approaches are possible to cope with multiple
criteria for the evaluation of the quality of the design: a weighted
sum approach or a Pareto-based approach. In the design of the ES
blade we employed the weighted sum approach as follows:

f 5(
i 51

6

wit i→minimize, (1)

where thewi are weighting coefficients, which are fixed heuristi-
cally, and thet i are given as follows:

t15max~0,ub22b2,designu2db!

t25v

t35max~0,r LE,design2r LE!

Fig. 5 Airfoil parameterization of ES

Table 2 Summary of two global stochastic optimization methods used
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t45max~0,r TE,design2r TE!

t55max~0,Qmin,design2Qmin!

t65max~0,Qmax,design2Qmax!. (2)

Constraints. The tolerance of the exit flow angledb is set to
0.3 deg. The values ofr TE,design, r LE,design, Qmax,design, and
Qmin,designare lower limits. The first three are set identical to those
of the BASE airfoil, and the last is set to 0.9323radius of the
trailing edge of OGV-BASE. No explicit criterion for the off-
design incidence conditions is considered.

Convergence of the ES-CMA.In Fig. 6, the development of
the pressure loss and the exit flow angle are shown. A~m,l!
CMA-ES with one parent-individual (m51) andl512 offspring-
individuals in each generation was used. The optimization was
initialized with a geometry similar to the BASE airfoil in the first
generation. A fast decrease of the pressure loss as well as a rapid
adaptation of the deviation angle can be observed. Later on the
deviation angle fluctuates near the target angle of 0.3 deg, whereas
the pressure loss is further decreased.

Optimization With MOGA. The basic algorithm of the
MOGA is the same as the simple real-valued genetic algorithm.
However, as the name suggests the MOGA approach incorporates
extensions to allow a multi-objective search process with the tar-
get to approximate the Pareto surface, see@10,11#, by the popula-
tion of the final generation. A blade that belongs to the Pareto set
is a nondominated solution, i.e., no other blade geometry exists
which is superior inall objectives. Therefore, MOGAs can gen-
erate a set of Pareto solutions that demonstrate tradeoff relation-
ships between the objective functions. These relationships can im-
prove the decision-making process of the aerodynamic engineer
and provide useful information for a design-parameter study. MO-
GAs have been successfully applied to the aerodynamic optimiza-
tion of gas turbine blades, see, e.g., work by Yamaguchi et al.@15#
and Oyama et al.@16#.

Blade Profile Definition. The blade surface is described with a
B-spline, @14#, using four control points based on apreliminary-
camber line. Note that thepreliminary-camberline is different
from the mean camber-line, since the control points on the suction
surface and the pressure surface are defined independently in the
optimization process. Furthermore, two points are used to describe
the leading edge ellipse and the trailing edge ellipse for the pres-
sure surface and the suction surface, respectively.Figure 7 shows
a profile of the design parameterization.

Objective Functions. In this study, in addition to the perfor-
mance at design condition, the off-design performance is consid-
ered as schematically shown inFig. 8. The corresponding objec-
tive functions are defined as follows:

1. minimization of the pressure loss coefficient at design inci-
dence

f15v→minimize (3)

2. wide operating range for positive incidence
f25uvdesign2vdesign15°u→minimize (4)

3. wide operating range for negative incidence
f35uvdesign2vdesign25°u→minimize. (5)

Constraints. The tolerance of the outflow angleub2
2b2,designu is set to61 deg. Furthermore, the lower bounds of
Qmin , b1 and b2 are given by Qmin,design50.932
3(radius of the trailing edge) and byr LE,designand r TE,design:

Qmin.Qmin,design;b1.r LE,design;b2.r TE,design. (6)

Convergence in MOGA. In this optimization, the target is to
obtain all Pareto solutions in a three dimensional space of objec-
tives. In order to visualize the two-dimensional Pareto surface
more clearly, we projected two objectives onto one inFigs. 9 and
10 resulting in two two-dimensional Pareto distributions.Figure 9
shows the distribution of individuals at the initial generation and
the final generation on thef 1 versusf 2 objective plane.Figure 10
shows the corresponding distributions for thef 1 versusf 3 plane.
From the individuals in the final generation inFigs. 9 and 10, one
blade geometry highlighted by an arrow was selected as the

Fig. 6 Fitness values during optimization, „a… total pressure
loss, „b… exit flow angle

Fig. 7 Airfoil parameterization of MOGA

Fig. 8 Goal of optimization process of MOGA

Fig. 9 Pareto distribution of the initial population and the op-
timized population projected on f1 versus f2 plane
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MOGA airfoil, therefore, putting emphasis on the performance at
design condition. For comparison, the baseline airfoil is repre-
sented by stars inFigs. 9 and 10.

Validation of Precise Flow Solver. As the precise flow
solver, ak-v turbulence model,@17#, and an Abu-Ghannam/Shaw
~AGS! transition model,@18#, based on Drela’s modification,@6#,
which has been successfully used in the MISES code, are imple-
mented into the quasi-three-dimensional version of HSTAR,@9#.

Transition Model. Transition starts when the momentum
thickness Reynolds number Red2 exceeds a critical transition Rey-
nolds number Retr , and it is completed when Red252 Retr . The
critical transition Reynolds number is calculated from the follow-
ing relation used by Kuegeler@19#, that is based on the modifica-
tion by Drela@6# to remove the ill-posedness of the original AGS
model:

Retr5163174.3F0.551tanhS 10

H12
25.5D11G•~0.94•ncr11!,

(7)

where H125d1 /d2 . The influence of the freestream turbulence
outside of the boundary layerTu is given by the critical amplifi-
cation factorncr :

ncr528.4322.4 lnS Tu

100D . (8)

Outside the boundary layer the flow is assumed to be turbulent.
The combination of the transition and the turbulence model is
realized by introducing an intermittency functionf t to modify the
turbulent viscositymT obtained from the turbulence model, as
follows:

mT5 f t

rk

v
, (9)

where

f t5F25Y F251275H 12sinS p

2
•

Red22Retr

Retr
D J G G3

. (10)

Validation. For the validation, the experimental data for the
baseline cascade were used again. The computational grids are
shown in Fig. 11. The grid consists of 251381 cells, which is
therefore finer than the one used in the fast mode (191351). The
averagey1 of the first grid point from the wall is about 0.3 for
calculations at Re'2.0x105. The comparison between computed
results and experimental data is shown inFig. 12. In Fig. 12„a…
the isentropic Mach number distributions obtained at Re51.97
3105, M150.60, andb15130 deg are shown for the fully turbu-
lent (k-v and Chien’sk-« model! and transitional analysis (k-v
plus transition model! in comparison to the measured data. The

measurement data show a nearly constant Mach number in the
region of laminar separation between about 30% to 47% of the
chord and a transition region with turbulent re-attachment and a
large pressure recovery from about 45% to 57% of chord. In the
computed results, this phenomenon can be predicted with thek-v
turbulence model and the transition model only.

A further validation is provided inFig. 12„b…, that shows a
comparison between simulated and experimental Reynolds num-
ber characteristics forb15133 deg andM150.6. Compared to the
case without the transition model, seeFig. 2, the prediction accu-
racy is considerably improved. As a last validation, a computed
incidence characteristic for the subcritical conditions with high
losses (Re51.0x105) is shown inFig. 12„c…. Although the experi-
mental losses scatter around slightly high values (b15133 deg!,
the computed curve is qualitatively similar to the experimental
one.

The computed flow field with the transitional analysis is shown
in Fig. 13, again at Re51.973105, andb15130 deg. The com-
puted skin friction coefficient with the isentropic Mach number
along the suction surface is shown inFig. 13„a…, the eddy viscos-
ity contour in Fig. 13„b…, and the velocity vector with the static
pressure contour inFig. 13„c…. FromFig. 13„a… we notice that the
laminar separation starts around 30% of chord on the blade suc-
tion surface. The augmentation of the eddy viscosity starts at ap-
proximately 45% chord, a position that corresponds to the Mach
number or pressure kink in the suction side distribution. Down-
stream of the pressure kink the negative skin friction coefficient is
amplified due to the high vorticity of the reverse flow and the
turbulent entrainment process along the rear part of the bubble.
Turbulent reattachment is simulated around 57% of chord, where
the eddy viscosity increases. These observations agree well with
the explanation of a separated-flow transition discussed, e.g., in
the 1991 IGTI scholar lecture of Mayle@20# and the pattern of the
computed skin friction coefficient is similar to the one shown by
Walker @21#.

Reynolds Number Effect on Boundary Layer of OGV-BASE
To analyze the effect of the Reynolds number in more detail, in
Fig. 14, the computed blade Mach number distributions~top!, the
simulated boundary thickness parameters and form factor
~middle!, and the suction surface friction coefficient~bottom! are
provided for Reynolds numbers of 1.0, 2.0 and 8.73105. As
shown inFig. 12„b…, the losses above a Reynolds number of 2.0
3105 remain nearly constant, whereas for smaller Reynolds num-
bers a rapid increase can be observed. Since the computed Mach
number distributions agree quite well with the experimental data,
the computed boundary layer data and skin friction coefficient
seem to be plausible.

For a high Reynolds number of Re58.73105 ~including 4,9
3106, not shown here!, the boundary layer transition occurs near
the blade leading edge and flow remains turbulent all along the
surface. However, the boundary layer thickens and the skin fric-

Fig. 10 Pareto distribution of the initial population and the op-
timized population projected on f1 versus f3 plane Fig. 11 Computational grid, „a… overall, „b… leading edge part in

detail
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tion coefficient decreases while moving toward the blade trailing
edge. In reality, the boundary layer tends to separate from the rear
part of the suction surface.

At the Reynolds number of 2.03105, a laminar separation
bubble with transition and turbulent reattachment is observed be-
tween 25% and 48% of chord. The boundary layer thickness in-
dicates that the laminar separation is less pronounced, and the
bubble has little impact on the loss level. However, at lower Rey-
nolds number (Re51.03105), an extended laminar separation is
observed with a tendency not to re-attach on the surface, seeFig.
14 „right …. This critical situation is often interpreted as ‘‘bubble
burst’’ associated with a considerable loss increase. The present
simulation predicts a loss of 6.9%.

Optimization Results

Airfoils Geometry. The airfoil geometry resulting from the
two optimization methods ES and MOGA are shown together
with the baseline profile inFig. 15. Figures 15„a…, „b…, and „c…
show all blade geometries with fixed LE points, the details of the
LE parts and the chordwise suction surface curvature variations
between 10% and 50% of the chord, respectively. Unique airfoil
geometries have been obtained, having maximum thickness at
around midchord~ES! and more in the rear part of the chord for
the MOGA airfoil. The stagger angles of the two optimized blades
are also significantly different. Furthermore, the LE thickness of

the MOGA profile is decreased, as shown inFig. 15„b…. The LE
geometries of OGV-BASE, OGV-MOGA, and OGV-ES are circu-
lar, elliptic, and ‘‘arbitrary.’’ The present aerodynamic simulations
show that the LE and suction side flow fields seem to be signifi-
cantly controlled by the resulting variations of the suction-surface
curvature of the optimized blades, as shown inFig. 15„c…. For the
OGV-ES, the first local minimum of the curvature is located at
about 15% chord, whereas for OGV-MOGA it is at 40% of chord.

Overall Aerodynamic Characteristics.

Reynolds Number Characteristics.As a main result, the com-
puted loss versus Reynolds number characteristics for the two
optimized airfoils ES and MOGA are shown inFig. 16 for the
design incidence (AVDR51.0) and compared to previous results
of the baseline airfoil. The white circles for OGV-BASE are taken
from Fig. 12„b… in which the AVDR was slightly adjusted to the
experiments. Therefore, the losses of OGV-BASE have been re-
calculated at the design Reynolds number with AVDR51.0 and
plotted as double circles.

The numerical results clearly demonstrate that both optimized
blades are superior in the whole Reynolds number range and that
a dramatic loss reduction was achieved at the design point with
Re51.33105. There is no sign of a steep increase of the total
pressure losses below a certain critical Reynolds number in the

Fig. 12 Comparison of experimental and CFD results for OGV-BASE. In CFD, the k -v model with transition model was
applied. „a… Mach number distribution around critical Reynolds number, „b… Reynolds number characteristics, „c… incidence
characteristics below critical Reynolds number.

Fig. 13 Computed results with a k -v turbulence and transition model at Re É2Ã105, b1Ä130° „a… Skin friction coefficient
and surface Mach number distribution, „b… eddy viscosity contour, „c… velocity vector and pressure contour.
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tested range. Another interesting point is that there seems to be a
minimum loss point around Re51.83105 for the MOGA airfoil;
refer to Part II for a detailed discussion.

Incidence Angle Characteristics.A computed incidence angle
characteristics for the optimized airfoils and for the baseline pro-
file is shown inFig. 17 for the design Reynolds number of 1.3
3105 and AVDR51.0. Again the performance of OGV-BASE at
the design Reynolds number with AVDR51.0 is recalculated and
plotted as double circles. The incidence range is fairly increased
both for the negative as well as for the positive incidence range.
Especially, the OGV-MOGA results show lower losses between
134 deg and 137 deg compared to OGV-ES but slightly higher
ones at very negative incidences.

An explanation for these differences can be obtained from the
blade surface Mach number distribution at the design incidence
angle of 133.0 deg: As shown inFig. 18 „top… the Mach number
distribution is very different between the OGV-ES and MOGA
profile. One reason why two different types of loading patterns
have been obtained is the difference between the constraints for
the ES and the MOGA optimization. In the case of OGV-ES,
which was optimized for the design incidence only, the Mach
number distribution shows an extreme front loading type, while

the maximum LE peak Mach number of OGV-MOGA is slightly
decreased to achieve lower losses at the high incidences. As a
result of the simulationsFig. 17 clearly reflects that OGV-MOGA
with a smaller peak Mach number shows superior performance on
the positive incidence side and OGV-ES seems to be marginally
better at the very negative incidences.

It is interesting to note that the optimized blades show a similar
performance around the design flow angle of 133.0 deg, although
both airfoil geometries are very different from each other. The
Mach number distribution of the OGV-ES has an extreme forward
located suction side Mach number maximum—a distribution simi-
lar to the one found in the low-speed C4-cascade tests of Rhoden
@1# with minimum losses. Here, earlier boundary layer transition
from laminar to turbulent flow seems to be important for low
Reynolds numbers, and the well-controlled front loading airfoil
leads to a good performance.

Boundary Layer Characteristics at Design Reynolds Num-
ber. Figure 18 shows the computed isentropic profile Mach
number distributions~top!, the computed boundary layer param-
eter on the suction surface~middle!, and the skin friction coeffi-
cient ~bottom! for OGV-BASE, OGV-ES, and OGV-MOGA, re-
spectively, for the design Reynolds number of 1.33105. In Table

Fig. 14 Effect of Reynolds number on suction-side boundary layer property for OGV-BASE. Surface isentropic
Mach number „top …, boundary layer parameter „middle …, and skin friction coefficient „bottom …, k -v turbulence and
transition model applied
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3 the corresponding aerodynamic parameters for the three cas-
cades are summarized. For OGV-BASE, a well developed laminar
separation bubble is observed on the suction surface inFig. 18
„left…. The laminar separation occurs at around 25% of chord and
extends to approximately 90% of chord; a situation at which a
‘‘bubble burst’’ associated with high losses (v50.06) can be ex-
pected. For OGV-ES, an early laminar separation bubble and tran-
sition at around 21% of chord is observed due to the strong ad-
verse pressure gradient right from the beginning„Fig. 18 center….
Downstream of transition this gradient is continuously relaxed
toward the TE to keep the boundary layer far apart from turbulent
separation. The computed result shows that the laminar separation
starts around 7% of chord from leading edge. Turbulent re-

attachment is observed at approximately 25% of chord. On the
MOGA airfoil, a small LE separation bubble is observed„Fig. 18
right …, however, transition is not completed. The flow re-
laminarizes due to a weak re-acceleration at around 10% to 20%
of chord and the boundary layer thickness remains thin, seed1
and d2 in Fig. 18 „right …. Laminar separation finally occurs at
around 31% to 50% of chord with turbulent re-attachment.

The bubble positions for the two optimized blades correspond
to local curvature minima at positions of about 15%~OGV-ES!
and about 40%~OGV-MOGA! as shown inFig. 15„c…. On the
other hand, the curvature for the baseline airfoil is monotonically
decreased downstream but shows a higher level in the bubble
position in relation to those of ES and MOGA. It seems that the
boundary layer development is significantly controlled by the air-
foil surface curvature underneath the bubble.

Conclusions
Evolutionary optimization methods, namely evolution strategy

and the multi-objective genetic algorithm, have been applied to
the design of a high turning compressor airfoil at very low Rey-
nolds numbers together with a Navier-Stokes solver with Chien’s
low Reynoldsk-« turbulence model. Furthermore, the aerody-
namic characteristics and the boundary layer properties for the
baseline blade OGV-BASE and the two optimized airfoils
OGV-ES and OGV-MOGA have been numerically analyzed using
a newly developed flow solver that combines ak-v turbulence
model with an Abu-Ghannam/Shaw~AGS! transition model. The
following conclusions can be drawn.

1. The results from the optimization algorithms without an ex-
plicit transition model in the flow solver show better perfor-
mance for a wide range of Reynolds numbers in the numeri-
cal design validation than the baseline.

2. The superior performance of the optimized airfoils for very
low Reynolds numbers is gained without losing performance
at high Reynolds numbers.

3. The boundary layer analysis shows a large separation bubble
for the baseline airfoil which is close to ‘‘bubble burst,’’ but
relatively smaller separation bubbles with less drag for the
two optimized airfoils.

4. In the case of OGV-ES, which was optimized only at the
design incidence angle, a well-controlled front loading air-
foil leads to an earlier boundary layer transition which in
turn leads to a high performance for low Reynolds numbers.

Fig. 15 Two optimized airfoils compared to baseline geometry,
„a… blade profile, „b… leading edge part in detail, „c… curvature of
suction surface

Fig. 16 Computed Reynolds number characteristics of three
airfoils at design inlet flow angle of 133°

Fig. 17 Computed incidence characteristics of three airfoils at
low Reynolds number of about 1.2 Ã105
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5. The OGV-MOGA cascade, which was optimized at off-
design incidences as well as design incidence, obtained a
slightly reduced velocity maximum at the leading edge with
moderate local pressure gradients and the suction side partly
remained laminar until about mid chord.

6. The bubble positions for the optimized blades correspond to
the positions with local curvature minima of the airfoil suc-
tion surface. Therefore, the curvature underneath the bubble
seems to play an important role to minimize the bubble
height and the associated drag and losses.

Fig. 18 Computed surface isentropic Mach number „top …, boundary layer parameters
„middle …, and skin friction coefficient „bottom … at design point „ReÄ1.3Ã105, M1
Ä0.6, and b1Ä133… deg for the baseline airfoil „OGV-BASE … and two optimized airfoils
„OGV-ES and OGV-MOGA …

Table 3 Computed performance for two optimized airfoils and baseline airfoil at low Reynolds number
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7. The experimental validation of the performance of the opti-
mized airfoils and additional analysis are carried out in Part
II of this paper.
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Nomenclature

AVDR 5 axial velocity density ratio: AVDR5(r2u2)/(r1u1)
c 5 chord length

Cf 5 skin friction coefficient5tw /(0.5r1u1
2)

H12 5 shape factor5d1 /d2
i 5 incidence angle
k 5 turbulent kinetic energy

M 5 Mach number
p 5 pressure
r 5 radius

Re 5 Reynolds number5r1u1 /c/m1
s 5 blade spacing

Tu 5 freestream turbulence level, in %
u 5 velocity
x 5 chordwise coordinate
y 5 see Fig. 1

y1 5 dimensionless distance from wall
b 5 flow angle with respect to cascade front

bs 5 stagger angle
d1 5 boundary layer displacement thickness
d2 5 boundary layer momentum thickness
db 5 tolerance for exit flow angle
m 5 dynamic viscosity

mT 5 turbulent viscosity
r 5 density

tw 5 wall shear stress
u 5 blade metal angle
v 5 total pressure loss coefficient:v5(pt12pt)/(pt1

2p1), or specific dissipation of turbulent kinetic en-
ergy

Qmin 5 minimum thickness of blade
Qmax 5 maximum thickness of blade

Additional Nomenclature for the Optimization

b1 5 minor axis of leading edge ellipse
b2 5 minor axis of trailing edge ellipse

PS~i! 5 control points on pressure surface
SS~i! 5 control points on suction surface

W1 5 wedge-in angle
W2 5 wedge-out angle

r L12 5 ratio of minor to major axis of leading edge ellipse
r T12 5 ratio of minor to major axis of trailing edge ellipse

Subscripts

1 5 inlet plane upstream of leading edge
2 5 exit plane downstream of trailing edge
is 5 isentropic entity

LE 5 leading edge
TE 5 trailing edge

t 5 total
tr 5 transition
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Experimental Investigation of
Unsteady Flow Field in the Tip
Region of an Axial Compressor
Rotor Passage at Near Stall
Condition With Stereoscopic
Particle Image Velocimetry
Stereoscopic particle image velocimetry (SPIV) was applied to a large-scale low-speed
compressor facility with the configuration of the two CCD cameras placed on each side of
the light sheet to make the measurement of the vortices in the cross flow section possible
and to avoid the disturbance from the light sheet containing periscope-type probe. Instan-
taneous velocity and vorticity distributions were successfully documented at the tip region
of the rotor at near stall condition. The measurement results clearly revealed the genera-
tion and evolution of the tip leakage vortex. Comparing to design condition, the tip
leakage vortex at near stall condition generates and breaks down earlier and interacts
more violently with mainstream, which causes large blockage and much loss. Whether
corner vortex exists or not is the primary difference between near stall and design con-
dition. Differing from the leakage vortex, the corner vortex is composed of multiple
vortices developed from the suction surface of the rotor blade. The key mechanism for the
generation of the corner vortex is that the rotation of the rotor has different effect on the
evolution of positive vortices and negative vortices, which makes the positive vortices
dissipates faster than the negative ones, the vortices at the rotor exit therefore bear mainly
negative vortices, which induces the fluids to rotate clockwise at the corner and forms the
corner vortex.@DOI: 10.1115/1.1748367#

Introduction
The flow in the tip region of a compressor rotor is always

complicated. Due to the interactions among various flows such as
end-wall flow, blade boundary layer, tip leakage flow, and the
influence of the rotating blade, there exist complex flow structures
such as tip leakage vortex, corner vortex, local separation, radial
and circumferential transportation of low-energy fluids, and the
interaction between leakage flow and shock in high speed condi-
tion. Loss generated in the tip region is the major source of com-
pressor rotor inefficiency, and is often the cause of compressor
rotor stall. Mechanism of the complex flow in the tip region,
therefore, is a hot issue in compressor aerodynamics. Investigation
on the generation and evolution of the vortices in the tip region,
and the relationship between them with compressor loss and stall
is important for the development of high performance compressor.
The study on the tip region flow is difficult even with current
advanced measurement techniques and computational fluid dy-
namics~CFD!.

Simple theoretical models have been established to describe
leakage flow based on observation and experimental research,
which include Rains’ jet model,@1#, Lakshminaragana’s com-
pound vortex model,@2#, and Chen’s similarity analysis of leakage
vortex, @3#, etc. These simple models successfully described the
basic characteristic of leakage flow, and also demonstrated its in-
viscid characteristic. Detailed structure of tip leakage flow was
experimentally investigated on planar cascades and large-scale

compressor facilities. Stable leakage vortex, tip separation vortex,
and secondary vortex were successfully found by detailed mea-
surement on stationary planar cascades,@4,5#. In contrast, the
measurement results on compressor facilities are different from
each other,@6–13#. Few of them have detected the stable leakage
vortex at the rotor exit, and their position, intensity, and scale are
much different from those in the planar cascades. The detail struc-
ture of the leakage vortex in the rotor passage was not success-
fully measured because of the obvious measurement difficulties in
the rotor, except for some very limited results by LDV whose
spatial resolution was not adequate. These complex measurement
results represent the unsteady and viscous nature of the tip leakage
flow. Two explanations were proposed to explain why there is no
leakage vortex at the rotor exit on most compressor facilities. The
first one considers that the leakage flow is mixed into the main
flow before it can roll up into a leakage vortex,@12#. Another
considers that the leakage vortex has broken down in the rotor
passage. Recent unsteady CFD simulations on tip leakage flow,
@14–16#, show that the leakage vortex breaks down in the rotor
passage in high-speed compressors or low-speed compressors
working at near-stall condition. However, at the working point of
most low-speed compressor facilities, CFD results are different
from most experimental results in that a stable leakage vortex
exists at the rotor exit. In summary, steady characteristics of rotor
tip leakage flow are well understood based on mean flow, turbu-
lence characteristics, and pressure distribution on the casing after
more than half-century study, However, the measurements and
computations on the tip region flow are far more than sufficient to
analyze the formation, evolution, and dissipation of the leakage
vortex and corner vortex. Breakthrough techniques such as stereo-
scopic particle image velocimetry~SPIV! should be applied to the
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study of complicated unsteady flow in the tip region of compres-
sor rotor. In the present study, SPIV was used on a single-stage
low-speed large-scale compressor facility to obtain the three-
dimensional instantaneous velocity distribution. Measurement was
acquired on a few cross sections at the tip region of the rotor
passage at near stall condition. The structure and the mechanism
of the tip leakage flow and corner vortex were discussed in the
paper based on the instantaneous results to give insight on the
issues proposed above.

Compressor Facility
Measurements were acquired in the low-speed large-scale com-

pressor facility in Beijing University of Aeronautics & Astronau-
tics. A full specific of the geometric and aerodynamic character-
istics for the experiment facility was given here for the
consideration of the influence by them for further comparison and
analysis. The key parameters of the compressor facility are as
Table 1. The facility is a typical single-stage low-speed compres-
sor facility and the flow in the tip region should be able to repre-
sent most low-speed compressors. Performance of the compressor
is shown asFig. 1, and the inlet stagnation pressure and axial
velocity distribution 15 mm before the leading edge of the rotor
are asFig. 2. A curved glass casing window with length of 420
mm, width of 280 mm and thickness of 5 mm is located at the
rotor’s tip region for optical measurement.

The layout of the measurement cross-sections is asFig. 3. Eight
cross sections were arranged from 30% to 110% chord length with
interval of 10% chord length. The cross sections were near the
suction surface of the rotor blade with a width of half of the rotor
passage and a height of half of the rotor blade. The effective area
of the cross sections, however, was different due to the intensive
light reflection from the hub and the random movement of the
seeding, most with a height of one-third the blade height. The

Fig. 1 Compressor characteristic

Fig. 2 Rotor inlet axial velocity and total pressure distribu-
tions

Fig. 3 SPIV measurement cross sections

Table 1 Parameters of the test compressor

Outer diameter~m! 1.0
Aspect ratio 0.6
Design speed 1200 rpm

Design mass flow rate 22.4 kg/s
Flow coefficient 0.58

Pressure rise coefficient 0.4
Vortex design Free vortex
Configuration IGV1rotor1stator

Number of blades 36117120
Airfoil type C4

Blade camber angle 17.4126.5149.1
Blade chord~mm! 10011801180
Reynolds number 7.53105

Rotor tip clearance
~As percentage of blade

height!

0.5%
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coordinate is based on the measurement cross sections, which
were perpendicular to the tip chord of the blade. The velocity axis
X, Y, andZ for velocity u, v, andw are shown on theFig. 3.

SPIV System
Particle image velocimetry~PIV! breaks through the limit of

single-point measurement techniques because of its capability of
measuring the instantaneous velocity distribution of an unsteady
complex flow. It also allows the advantages of nonintrusive, high
spatial resolution, huge data acquisition capacity, and fast testing
operation,@17–19#. The accuracy of PIV is comparable to LDV
now, @17,20#. It has been widely used in the studies range from
low-speed to high-speed, from large scale to microscale, and from
external flow to internal flow, especially for the unsteady flows.

Stereoscopic particle image velocimetry~SPIV! offers the po-
tential to shed light on the problem of streamwise vortex measure-
ment in turbomachinery. Two CCD cameras are used in the SPIV
measurement, which can be placed on the same side of the light
sheet or on each side of the light sheet, and there must be certain
angle between the optics axis of each camera and the light sheet.
Comparing to the PIV configuration shown inFig. 4, these fea-
tures ensured SPIV to obtain not only the instantaneous three-
dimensional velocity distribution in the cross section of blade pas-
sage as shown inFig. 5, but also the application in multistage
turbomachinery.

SPIV with two CCD cameras placed at each side of the light
sheet was applied to the measurement of rotor tip leakage flow
and corner flow in the low-speed large-scale research compressor
facility in this paper. Instantaneous velocity and vorticity distribu-
tion in eight cross sections of the rotor passage were successfully
documented at near stall condition. The whole SPIV system is
manufactured by TSI incorporation. As described inTable 2, it is
built with high performance CCDs and is applicable for common
cases. Phase locking was used to make sure the measurement was
in the same position relative to the same blade in the experiment.
The instantaneous flow field characteristics taken in the same
cross-section do not relate with each other directly since the ac-

quisition frequency of the SPIV is far lower than the blade passing
frequency, which should be noticed in the analysis later.

Seeding
Seeding is the key for the optical techniques such as LDV or

PIV when they are applied on compressor facilities. An effective
method is to seed only around the measurement region to avoid
the difficulty caused by the huge flow rate and complicated flow
in such facilities. A smoke generator was built and placed 5–6
meters in front of the inlet of the compressor to scatter the seed
uniformly. The seed is not very uniform in the measurement re-
gion due to the unstable movement of the incoming air, which is
the reason that a region of insufficient measurement results was
documented at each cross section.

More details of the measurement and data processing please
refer to the previous paper,@21#. All the units are international
ones except those specified in the paper.

Results and Discussion
There are many results concerning the rotor tip leakage flow

using single point measurement, most of which were measured at
design condition and at rotor exit. The discussion here will focus
on the instantaneous flow structure in the rotor passage and the
mechanism of evolution of leakage flow as well as corner flow at
near stall condition.

The vortex mentioned in this paper means a concentrated vor-
tex with definite size that rotates around a vortex core with pure
vorticity, such as the leakage vortex. It is unreliable to recognize a
vortex from the velocity distribution in a complex flow with mul-
tiple vortices since the result will depend on the location of an
observer. The vortex distribution as well as velocity distribution
was used to do this. The result shows that the vortex recognition
based on the vorticity distribution is more reliable than the one
based on the velocity distribution. All the analysis is in the rotor
frame since the vorticity distribution was calculated based on rela-
tive velocity. To achieve a high spatial resolution, the measure-
ment area was limited to be half of the passage’s width, which is
60 mm due to the limitation of the pixels of the CCD. The
achieved resolution is around 1 mm, however, it is more than
adequate to recognize the small-scale structure of the turbulence
flow. Concerning the light reflection from the blade surface, all
resulted measurement areas are 4 mm away from the blade suction
surface, which means that no data is in the boundary layer.

Evolution of Tip Leakage Flow and Corner Flow
Figure 6 are the measurement results at 30% chord. The vec-

tors in the figures represent projected velocity on the observed
plane. A clear leakage vortex is detected here, which means the
leakage vortex is generated in upstream. The streamwise velocity
of the vortex core is much lower than the velocity in the main-
stream, which indicates the leakage vortex is not very stable.
Some low-speed regions exist near the blade suction surface at
this cross section, and they bear high positive or negative vortic-
ity. Mainstream flow should achieve maximum speed here since
the 30% chord cross section is the maximum thickness location
for the blade for this rotor. The low-speed regions indicate that the
flow near the blade suction surface becomes unstable and presents

Fig. 4 Measurement scheme of PIV

Fig. 5 Measurement scheme of SPIV

Table 2 Parameters of the SPIV system

Light resource Dual-cavity YAG laser,
150 mJ/pulse, 30 Hz

CCD 128031024 Pixels, 3.7 Hz,
minimum time interval

0.5 ms
Synchronizer TSI model 6300

Acquisition and
analysis
software

TSI INSIGHT3
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Fig. 6 Two instantaneous measurement results at 30% chord at near stall condition „left: velocity w distribution; right: corre-
sponding vorticity distribution …
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a three-dimensional characteristic although the flow does not
separate in the whole. The wake of IGV is not clearly shown in
Fig. 6; however, it can be clearly discerned at design condition as
shown byFig. 7, especially in the figure of velocityv distribution,
which means that the wake of IGV diffuses earlier at near stall
condition.

The measurement results at 40% chord are shown inFig. 8. The
leakage vortex appears less concentrated at some instants and its
shape varies. The first leakage vortex appears spiral divergence
and the vorticity at the vortex core begin to split in the figure,
which indicates the leakage vortex becomes unstable. In addition,
the local low-speed regions near the blade suction surface con-
tinue to develop and connect to each other, but they do not trans-
port in radial direction.

The measurement results at 50% chord are shown inFig. 9. The
leakage vortex has broken down here, but the splitted vortex core
does not interact violently with mainstream at the beginning. After
the leakage vortex breaks down, the vortex folds because the ve-
locity in the vortex core is much lower than its exterior margin, so
some small vortex spots with positive-vorticity appears in the core
region after the leakage vortex breaks down. The low-speed re-
gions near the suction surface continue to develop and begin to
merge together. While the low-speed regions are flowing down-
stream, their streamwise velocity decreases continually due to ad-
verse pressure gradient. Some of the low-speed regions almost
stagnate at this section—as shown in the right figure ofFig. 9.
Large velocity difference between the low-speed region and main-
stream causes the vortex near the suction surface to fold rapidly,
which forms some streamwise vortices with positive or negative
vorticity and arise intermittently.

Thanks to the entrainment of these streamwise vortices, the
low-speed flow near the suction surface is energized by the main-
stream, which prevents the flow separation. The unsteady nature
of flow makes the measurement results vary with each other re-
markably. As shown inFig. 9, sometimes the flow near the suction
surface is relatively uniform and the streamwise vortices are rela-
tively weak: sometimes are near stagnated and the streamwise
vortices are very strong, which are comparable to the broken leak-
age vortex. Also, the near-stagnation low-speed flows begin to
transport up in the radial direction. Although the leakage vortex
has broken down and the low-speed flows near the suction surface
are fully developed, they are still separated apart by the main-
stream.

Thanks to the entrainment of these streamwise vortices, the
low-speed flow near the suction surface is energized by the main-
stream, which prevents the flow separation. The unsteady nature
of flow makes the measurement results vary with each other re-
markably. As shown inFig. 9, sometimes the flow near the suction
surface is relatively uniform and the streamwise vortices are rela-
tively weak: sometimes are near stagnated and the streamwise
vortices are very strong, which are comparable to the broken leak-
age vortex. Also, the near-stagnation low-speed flows begin to
transport up in the radial direction. Although the leakage vortex
has broken down and the low-speed flows near the suction surface
are fully developed, they are still separated apart by the main-
stream.

The measurement results at 70% chord cross-section are shown
in Fig. 10. The broken leakage vortex begins to interact with
mainstream violently now, which can be concluded from instan-
taneous rate of shear strain distribution, where the region with
high rate of shear strain and low energy is much larger in the tip
area than the one at 50% chord section. The resulted low-speed
flow blocks the mainstream, and the interaction causes much loss.
Low-speed flows near the suction surface continually develop and
begin to transport in radial direction together. Pushed by the radial
transportation fluid, the flow near the casing wall also begins to
transport circumferentially. The low-speed flow near the suction
surface begins to merge together with the low-energy leakage flow
in this cross section.

The measurement results at 90% chord cross-section are shown
in Fig. 11. The low-energy core of the broken leakage vortex has
moved out of the measurement area. The low-energy fluid trans-
ported up radially from the suction surface begins to concentrate
at the corner. The concentration could happen because of the flow
turning at the corner and the large amount of negative vorticity
vortices inside the low-energy fluid. The low-energy fluid concen-
trated in the corner has a large scale and blocks the mainstream, as
shown inFig. 11, which is obvious because the mainstream flow
speed near the corner is much higher than that in other regions.

The measurement results at 100% and 110% chord cross sec-
tions are shown inFig. 12andFig. 13, respectively. Corner vortex
has developed in these locations. From the instantaneous measure-
ment results in these two cross-sections, numerous vortices trans-
ported from the suction surface concentrate at the corner and form
a large corner vortex with a scale of one third of the blade height.
This kind of corner vortex is different than the typical concen-
trated vortex, since it is formed by many discrete vortices. Be-
cause of the numerous negative vorticity vortices concentrated in
the corner region, the flow there is always rotating clockwise no
matter whether or not an apparent corner vortex exists. In addi-
tion, the results inFig. 12 and Fig. 13 reveal that not all the
vortices transported from the suction surface have concentrated in
the corner, some of them move further to the middle of the rotor
passage along the casing wall, which also transports low-energy
fluid to the region.

There are more than ten instantaneous measurement results at
each cross section; their average results could represent the mean
characteristics of the leakage flow and corner flow at near stall
condition.Figure 14 andFig. 15 are the integration of the mea-
surement results in all cross sections for the average and instan-
taneous streamwise velocityw and streamwise vorticity.~The in-
stantaneous results at each cross section in the figure do not relate
to each other directly since they were not measured at the same
time.!

Before the leakage vortex breaks down, its location and scale
are stable and its circumferential outer edge is easily identified by
the static pressure measurements on the casing wall. Once the
leakage vortex breaks down, its circumferential outer edge, espe-
cially the edge near the suction surface is hard to identify by the
static pressure. As shown inFig. 14andFig. 15, when the leakage
vortex breaks down, it splits into many small vortices and these
vortices form the core of the low-energy leakage flow and its
circumferential outer edge moves to the pressure side of the pas-
sage quickly.~The static pressures on the case are not presented in
this paper.!

Vortex breakdown is the key for the track of leakage vortex turn
rapidly: First, when leakage vortex is stable, the pressure at the
suction surface of blade tip is low due to vortex entrainment,
which make the leakage vortex stay near the blade suction sur-
face. Once it breaks down, the broken leakage vortex moves to
pressure surface rapidly due to the lost of entrainment effect. Sec-
ondly, fluid in the leakage vortex is thrown out when the vortex
breaks down and spreads out circumferentially due to the effect of
casing shear flow, which causes the outer edge of broken leakage
vortex to spread more rapidly.

From the difference between the averaged and instantaneous
results of velocity and vorticity shown inFig. 14 and Fig. 15,
although the average field can represent the development of the tip
leakage flow and the corner flow, the detail flow structures and
their unsteady characteristics are not covered, especially for the
distribution of vorticity, which indicate the importance of un-
steady measurement against statistical information.

The measurement results in all the cross-sections indicate that
the break of the leakage vortex, the interaction between the bro-
ken vortex and mainstream, and the unstable flow on blade suc-
tion surface, the interaction between the corner vortex and main-
stream is the trigger for the loss for a compressor at near stall
condition. The comparison between the averaged and instanta-
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Fig. 8 Two insantaneous measurement results at 40% chord at near stall condition „left: velocity w distribution; right: corre-
sponding vorticity distribution …
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Fig. 9 Two instantaneous measurement results at 50% chord at near stall condition „left: velocity w distribution; right: corre-
sponding vorticity distribution …
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Fig. 10 Two instantaneous measurement results at 70% chord at near stall condition „left: velocity w distribution; right: corre-
sponding vorticity distribution …
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Fig. 11 Two instantaneous measurement results at 90% chord at near stall condition „left: velocity w distribution; right: corre-
sponding vorticity distribution …
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Fig. 12 Two instantaneous measurement results at 100% chord at near stall condition „left: velocity w distribution; right: corre-
sponding vorticity distribution …
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Fig. 13 Two instantaneous measurement results at 110% chord at near stall condition „left: velocity w distribution; right: corre-
sponding vorticity distribution …
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neous flow fields and the complex flow in compressors such as the
breakdown of vortices, flow instability, and interaction between
various vortices and the mainstream reveals that the turbulence
model used in compressors can improve its validation and accu-
racy only by considering more physics information.

Mechanism of Corner Vortex Formation
At near-stall condition, a key to the formation mechanism of the

corner vortex is that most of the vortices in the corner bear

amount of negative vorticity near the rotor exit. That is to say, the
development of vortices is selected by the rotation of the compres-
sor.

The vorticity transportation equation in incompressible condi-
tion is as follows:

DvW

Dt
2vW •¹uW 5¹3FW 1y¹2vW (1)

As in Eq.~1!, source terms that can change the vortex vorticity in

Fig. 14 Composite figure of velocity w distribution at near
stall condition „left: average results; right: instantaneous re-
sults …

Fig. 15 Composite figure of vorticity distribution at near stall
condition „left: average results; right: instantaneous results …
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low-speed compressors are the two right-hand side terms. In rota-
tional coordinate, due to the Coriolis force, not all the body force
added to the fluid is potential. Look at Eq.~2!.

¹3FW 5¹3~2VW 3uW ! (2)

When vortex is expanding or contracting, the left-hand side in
Eq. ~2! is not zero and vorticity of vortex changes. From the
evolution of the positive or negative vortices near the blade suc-
tion surface, the scale of the vortices varies gradually while flow-
ing downstream. In this case, although the left-hand side of Eq.
~2! is not zero, it should be a small quantity and does not affect the
vorticity of the vortices very much.

Viscosity is another factor to the evolution of the vortices in
compressors. Viscous dissipation is the ultimate reason for vortex
dissipation. The dissipation is associated with not only the viscos-
ity of the fluid but also the magnitude and distribution of the
vorticity of a vortex. When the rotational direction of the vortex is
the same of the compressor’s rotation, Coriolis force enhances the
pressure difference between the vortex center and its edge~main
flow!. The Coriolis force effect is reverse when the rotational
direction of a vortex is opposite to the direction of compressors.
This effect can make vortices with negative vorticity more stable
than the ones with positive vorticity, which results in that positive
vortices dissipate faster than negative vortices.

Magnitude of the Coriolis force relative to the inertia force is
indicatd by the Rossby numberRo, as defined in Eq.~3!.

RO5
UV

VLV
'

10

125.730.01
58 (3)

The Rossby number of the vortex near the suction surface of
the rotor blade can be estimated according to the vortex inFig. 8,
which is approximately 8. This indicates that the Coriolis force
could have an important influence on vortex stability

The difference for dissipation speed of the positive and negative
vorticity bearing vortices is the key reason for the selectivity of
the evolution of the streamwise vortices in compressors. So the
negative vortices are dominant in the corner near the rotor exit.

Conclusions
Instantaneous velocity field measurement was performed at

typical cross sections in the low-speed large-scale compressor fa-
cilities in BUAA which have relatively small tip clearance and
high Reynolds number working at near stall condition using SPIV
technique. The mechanism of the formation, development, and
evolution of the leakage vortex as well as the formation and evo-
lution process of the corner vortex were discussed. The conclu-
sions below are more suitable to low-speed compressors since the
experiment was done on a low-speed compressor facility.

1. Flow phenomenon such as the formation, evolution and
breakdown of the leakage vortex as well as the interaction
between the broken leakage vortex and mainstream at near-
stall condition are described and explained based on the in-
stantaneous measurement results.

2. The breakdown of the leakage vortex causes the track of
leakage vortex to turn abruptly and strong unsteady vortices
form there. Losses mainly come from the viscous and turbu-
lent mixing before the leakage vortex breaks down and
strong interaction between the vortices and mainstream after
the leakage vortex breaks down. The loss by the latter is
much greater and is the main part of tip flow loss as indicted
by the instantaneous rate of shear strain distribution in these
sections inFig. 16.

3. The occurrence of a corner vortex is the main difference for
rotor tip flow at near stall condition compared to design
condition. In difference to the leakage vortex, the corner
vortex is a compound vortex with its vortex core composed
by multiple vortices. The evolution of the low-energy flow

near the blade suction surface and the mechanism of the
corner vortex formation are described and discussed.

4. At near-stall condition, the low-energy large-scale corner
vortex causes the flow at the rotor exit to present strong
three-dimensional characteristic. Loss from the corner vor-
tex is the main part of the loss from rotor tip corner flow;
also, part of the low-energy fluid from the blade suction
surface transports even to the middle passage near the casing
wall and causes loss there.

5. A key mechanism for the generation of the corner vortex is
the rotation of the compressor has a different effect to the
negative or positive vorticity bearing vortices near the blade
suction side. This selectivity causes the vortices concen-
trated at the corner to bear mainly negative vorticity and
form corner vortex by the inducement of these vortices in
the corner near the rotor exit.
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Nomenclature

FW 5 body force vector
LV 5 vortex scale
RO 5 Rossby number
UV 5 rotation speed at the vortex edge

t 5 time variable
u,v,w 5 velocity with respect toX, Y, andZ

y 5 kinematic viscosity
vW 5 vorticity
VW 5 compressor rotation speed
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Numerical Investigation of
Three-Dimensional Clocking
Effects in a Low Pressure Turbine
One and a half stages of a low pressure turbine were investigated using a three-
dimensional time-accurate viscous solver. Unsteady analyses were carried out by varying
the circumferential relative position of consecutive vanes to study the effects of clocking
on performance. Assuming that efficiency improvements by clocking are linked to the
wake tangential position with respect to the successive blade, a certain circumferential
shift in this position can be observed along the blade height due to blade twist and
nonradial stacking, giving different contributions. In order to assess this phenomenon,
results from three-dimensional computations were compared with a quasi-three-
dimensional analysis at mid-span. The effects of clocking on wake interaction mechanisms
and unsteady blade loadings are presented and discussed.@DOI: 10.1115/1.1740780#

Introduction

The real flow in multistage turbomachines is inherently un-
steady because of the relative blade row motion. This causes un-
steady interaction of pressure fields, shock waves, and wakes be-
tween stators and rotors. These unsteady flows cause mixing and
losses which need to be accounted for in order to include state-
of-the-art predictions in design phase simulations.

In the last few years a lot of attention has been dedicated to the
development of unsteady solvers used to investigate the physics of
rotor-stator interactions. This research has led to a better under-
standing of the interaction mechanisms and showed how some
unsteady effects can be successfully employed to reduce the num-
ber of components while still maintaining good performance.
Many authors pointed out how high-lift~see Cobley et al.@1# and
Curtis et al.@2#! and ultra-high-lift~see Haselbach et al.@3# and
Howell et al. @4#! airfoils can be operated with losses control by
taking advantage of wake-induced transition effects in LPT low
Reynolds number flows~e.g., Schulte and Hodson@5# and Howell
et al. @6#!.

The clocking technique operates on the relative circumferential
positions of fixed and rotating blade rows in consecutive stages.
The axial and circumferential relative position of the rows, to-
gether with the blade count ratio between consecutive fixed and
rotating rows, impact on the flow field unsteadiness, and conse-
quently on the performance. Larger efficiency benefits can be
achieved if the blade count ratio of consecutive stator and rotor
rows is near 1:1, while practically no effect can be detected if it is
far from unity ~e.g., Arnone et al.@7#!.

Many researchers have assessed the potential of exploiting air-
foil clocking effects to enhance stages performance. In particular,
both experimental~e.g., @8–10#! and numerical~e.g., @11–16#!
investigations have shown how the time-averaged turbomachine
efficiency is a periodic function of stator and rotor clocking posi-
tions.

For compressors, the effects of airfoil clocking have been pre-
dicted by Gundy-Burlet and Dorney@17,18#. The numerical re-
sults for a 2 1/2 stage compressor showed efficiency variations
between 0.5% and 0.8% as a function of stator clocking position.
Dorney et al.@15# showed how the effects of the wake are due

both to steady and unsteady mechanisms; the first are linked to the
flow angle variation across the wake, the latter increment the loss
level.

Cizmas and Dorney@14# investigated the effects offull clocking
~i.e., simultaneously clocking stator and rotor rows! in a three-
stage steam turbine. Arnone et al.@16# investigated the same ef-
fects in a three-stage LP turbine in two operating conditions. They
showed that further benefit can be achieved from the rotor rows
clocking.

Besides the total efficiency, clocking effects influence the un-
steady blade row pressure distribution. Many authors agree on the
fact that larger amplitudes of unsteady pressure on the blades
correspond to higher efficiency configurations~e.g., for turbine
blades:@11,19#; for compressor blades:@15,17,18#!, however, con-
trasting behavior has also been detected,@13,20#.

Tests by Hsu and Wo@21# in an axial compressor rig pointed
out the beneficial use of clocking for the reduction of unsteady
blade loading in a rotor/stator/rotor configuration.

The numerical investigations on a transonic HP turbine stage
carried out by Hummel@22# have shown how wake-shock inter-
actions can produce a reduction in the intensity of the shock itself
at the stage exit, thus introducing potential for clocking of down-
stream blade rows.

Although there seems to be a lot of research activity aimed at
investigating clocking mechanisms and their effects, very little is
published about fully three-dimensional analyses.

The experimental results reported by Huber et al.@9# for a two-
stage HP turbine showed a 0.3% overall efficiency variation due
to clocking of the 2nd stage stator. With a spanwise comparison
the tip and mid-span best clocking position were found to be 50%
pitch out of phase with each other, and this was suspected to be in
close link with the wake skewness. A two-dimensional numerical
analysis performed by Griffin et al.@13# for the same turbine,
correctly predicted the optimum clocking positions but the esti-
mated efficiency variation was only 0.5% compared to the mea-
sured one of 0.8% at midspan.

Gombert and Ho¨hn @23# performed experimental investigation
on a three-stage LP turbine varying the stators circumferential
position. They found that the efficiency variations as a function of
clocking positions were significantly out of phase moving from
hub to tip.

Reinmöller et al. @10# performed both experimental and nu-
merical investigations to study clocking effects in a 1 1/2 stage
axial turbine with untwisted blades. They used a three-
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dimensional time accurate viscous solver with phase-shifted peri-
odic boundary conditions for the single blade channel computa-
tions. The maximum variation of efficiency at mid-span found for
the measurements was about 1.0% and about 0.7% for the numeri-
cals simulations. The maximum and minimum efficiency clocking
positions agreed within 3° over an angular pitch of 10°.

The current study is aimed at investigating the three-
dimensional flowfield in a 1 1/2 stage LP turbine while clocking
the second stator. In three-dimensional flows unsteadiness is ad-
ditionally generated due to hub and tip boundary layers, leakage
flows and secondary flows transport through successive blade
rows. In order to assess these contributions, a detailed comparison
between three-dimensional and quasi-three-dimensional unsteady
viscous flow computations was performed. The analysis con-
firmed the major effects of clocking due to the relative position
between the wake of the 1st and the leading edge of the 2nd stator.
Moreover a close link between optimum efficiency position and
unsteadiness was detected.

Computational Procedure
The time-accurate release of the TRAF code~Arnone et al.

@24#! was used in the present work. The unsteady three-
dimensional, Reynolds-averaged Navier-Stokes equations are
written in conservative form in a curvilinear, body-fitted coordi-
nate system and solved for density, absolute momentum compo-
nents, and total energy.

The code has recently been used to compute trailing edge wake
shedding~Arnone and Pacciani@25#! and rotor-stator interaction
in turbine and compressor stages~Schmitt et al.@26# and Arnone
et al. @27#!.

Numerical Scheme. The space discretization is based on a
cell-centered finite volume scheme. The artificial dissipation
model used is basically the one originally introduced by Jameson
et al. @28#. In order to minimize the amount of artificial diffusion
inside the shear layers, the eigenvalue scaling of Martinelli and
Jameson@29# and Swanson and Turkel@30# was implemented to
weigh these terms~cf. Arnone and Swanson@31#!. The system of
governing equations is advanced in time using an explicit four-
stage Runge-Kutta scheme.

Residual smoothing, local time-stepping, and multigridding are
employed to speed up convergence to the steady-state solution.
The time step is locally computed on the basis of the maximum
allowable Courant number, typically 5.0, and accounts for both
convective and diffusive limitations,@31#.

A dual time-stepping method~Arnone and Pacciani@32# and
Jameson@33#! is used to perform time accurate calculations. By
introducing the dual time-stepping concept, the solution is ad-
vanced in nonphysical time, and acceleration strategies, like local
time stepping, implicit residual smoothing, and multigridding are
used to speed up the residual to zero to satisfy the time-accurate
equations.

Inflow and outflow boundaries are treated according to the
theory of characteristics: The flow angles, total pressure and tem-
perature are imposed at the subsonic first row inlet while the out-
going Riemann invariant is taken from the interior. At the sub-
sonic last row outlet, static pressure is prescribed, and the density
and the momentum components are extrapolated.

The link between rows is handled by means of sliding interface
planes. Consecutive rows have a common interface plane and the
match is provided through appropriate calculation of phantom cell
values. The phantom cells relative to the interface plane lie on the
adjacent blade passage, and linear interpolations are used to pro-
vide the flow variable values. This approach, similar to the one
used on periodic boundaries, where grids do not match, is not
strictly conservative. However, relative errors in the conservation
of mass, momentum, and energy were always less than 1025,
which was considered accurate enough.

Turbulence and Transition Modeling. A two-layer algebraic
model based on the mixing length concept~Arnone and Pacciani
@34#! was used for turbulence closure.

The location of transition onset is determined by the Abu Ghan-
nam and Shaw@35# criterion. Downstream of the onset of transi-
tion the model proposed by Solomon et al.@36# is used for the
distribution of intermittency. The intermittency function is com-
puted from 5% to 95% of the blade span and then is interpolated
with the assumption that the boundary layer is considered turbu-
lent on both hub and tip endwalls. More details on the transition
model implementation can be found in Arnone et al.@37#.

Geometry and Computational Grids
The turbine being studied features typical aspects of the current

design practices of aircraft engine LP blades~seeFig. 1!, with
shrouded rotors and relatively high aspect ratios. Detailed geo-
metrical data are protected by Fiat Avio S.p.A and can not be
made available.

Figure 2 shows a blade-to-blade view of the H-type grids~177
373333! chosen for the two stators and for the rotor. The value
of y1 for the first grid point above the wall, was approximately
2.0 for all blade rows. With an H-type structure it is relatively
easy to control the uniformity and density of the grid before the
blade passage to prevent an excessive smearing of the incoming
wakes. In order to reduce the mesh skewness, the grids are of the
nonperiodic type. Based on past grid dependence analyses per-
formed for the midspan section of the same turbine~Arnone et al.
@16#!, the selected grid size were considered to be an adequate
compromise between modeling the clocking effects and obtaining
reasonable computation times.

The vane/blade count ratio was very close to one. In order to
end up with reasonable memory and computer time requirements,
approximate configuration was considered: the rotor pitch was
slightly modified to match an exact 1:1 vane/blade count ratio.
The pitch alteration of the rotor blade row was of the order of
0.2% and, based on experience~Arnone and Pacciani@32#!, it was
considered negligible.

Figure 3 shows the five different clocking locations for the 2nd
stator. This pitch discretization is considered sufficiently accurate
in order to appreciate clocking effects,@8,10,14#.

For the quasi-three-dimensional computations, the midspan sec-
tion of the turbine was selected using the stream-tube thickness

Fig. 1 Three-dimensional view of the grid
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and radius distributions determined on the basis of the three-
dimensional calculation. The chosen tangential reference position
for the clocking analysis was the same for the midspan section of
the fully three-dimensional case. In this way all the results are
directly comparable without any tangential shift.

The nondimensional blade lift coefficient based on pressure dis-
tribution was used to monitor the time-periodic convergence.
Starting from an initial steady-state solution, up to 20 rotor pass-
ing periods were needed to obtain a periodic solution.Figure 4
shows the evolution of the nondimensional lift coefficient ampli-
tude. The first three Fourier harmonics were plotted over 25 peri-
ods for the 1st rotor and for the 2nd stator.

Quasi-Three-Dimensional and Fully Three-Dimensional
Clocking Analyses

Efficiency Variations. In this investigation, the total-to-total
average efficiency is calculated using the mass-average of the
time-averaged total pressure and total temperature:

h5

12
Tt2

Tt1

12S pt2

pt1
D g21/g . (1)

Clocking effects are evidenced by turbine efficiency variation
with respect to the average valueDh5h2hav . Figure 5 dis-
plays the variation in the overall efficiency as the 2nd vane is
clocked over a circumferential distance equal to one pitch. Results
from quasi-three-dimensional and fully three-dimensional analy-
ses are reported. Both predictions show a sinusoidal pattern ofDh
versus clocking position. The comparison clearly indicates a good
agreement in detecting the best and the worst configurations,
while the amplitude appears to be overestimated in the quasi-
three-dimensional approach. In particular the three-dimensional

computations predict a 0.7% overall efficiency variation, while the
quasi-three-dimensional estimate was 1.1% for the midspan sec-
tion.

Effects on Wake Trajectories. Clocking effects seem to be
directly linked to wake trajectories. Numerical results obtained by
many authors with different numerical methods and turbulence
models suggest that maximum efficiencies can be achieved when
the wake generated by a stator/rotor blade impinges upon the lead-
ing edge of the next stator/rotor blade. Lower performance would
correspond to wake trajectory crossing the next stator/rotor vane,
@e.g.,@9,11–14##.

The wake from the 1st stator blade is convected downstream,
chopped by the passing rotor into discrete spots and then ap-
proaches the 2nd stator row.

When this flow is time-averaged, stator wake paths appear as
continuous entropy stripes and their tangential location, compared
to the successive stator leading edge, varies as a function of the
circumferential position. The stator wake path is visible inFigs. 6
~a!–~b! for the maximum and the minimum efficiency configura-
tions, respectively. As can be observed, two separate wake paths

Fig. 2 H-type grid for the midspan section „177Ã73…

Fig. 3 Investigated clocking positions

Fig. 4 Evolution of the nondimensional lift coefficient ampli-
tude harmonics; „a… 1st rotor, „b… 2nd rotor
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are actually present in the time-averaged flow field of both the two
reported cases. One corresponds to a wake path crossing the vane
while the other impinges near the blade leading edge.

Unfortunately it is difficult to distinguish the difference be-
tween the two stripes only on the basis of time-averaged entropy
contours. For a better characterization, a detailed analysis of the
instantaneous flow field is essential.

Figures 7 ~a!–~e! present a series of five predictions of the
unsteady flow at midspan during one blade passing period for the
maximum and the minimum efficiency configurations respec-
tively. Here, instantaneous contours of vorticity are plotted rather
than entropy, because more extensive information can be ob-
tained.

The wake leaving the stator one blade row consists of two parts,
placed side by side, with opposite vorticity and which are seen as
a red and a blue zone inFigs. 7 ~a!–~e!. They come from either
side of the blade~pressure and suction surface respectively! and
the distinction persists even when they are convected downstream.

The movement of wakes through succeeding rotor blade rows
has been explained by many authors using a simple kinematic
theory, which accounts for three different mechanisms: bowing,
shearing and stretching,@38,39#. Bowing is due to variations in
transport velocity across the passage and is responsible for the
distortion of the wake centerline; shearing is a consequence of the
velocity gradient between the pressure and suction sides and
causes the reorientation of the wake; stretching occurs because of
the velocity gradients near the leading edge and makes the wake
width become extended, especially on the suction surface.

A comprehensive way to describe the wake-blade interaction is
plotting the unsteady velocity vectors in the rotor relative refer-
ence frame~seeFig. 8!. The unsteady velocity vectors are defined
as the instantaneous local velocity minus the local time-mean ve-
locity. In Fig. 8 they are superimposed on vorticity contours. It is
rather easy to recognize the typical vortex structure, the so-called
negative jet. It consists of a pair of counterrotating vortices, which
are convected downstream and distorted. Furthermore,Fig. 8
clearly indicates a direct correspondence with the two zones of
opposite vorticity shed by the 1st stator blade row.

Once generated, these recirculating unsteady flow patterns
leave the rotor passage and approach the 2nd vane sliding over the
rotor wake. For clarity inFigs. 7~a!–~e! we highlighted the coun-
terclockwise and the clockwise rotating regions with black and
white arrows respectively. Such vorticity spots enter the succeed-
ing stator vane in different tangential locations and are convected
downstream following the two separate paths evidenced in the
time-averaged entropy field~Figs. 6~a!–~b!!. As a direct result of

this study it now appears that the wake path impinging the blade
leading edge is associated with the upstream vortex~red spot! for
the maximum efficiency configuration and with the downstream
one~blue spot! for the minimum one. The stripe in the midvane is
instead produced by the other counterrotating vortex.

Additionally, Figs. 7 ~a!–~e! show that when the 2nd vane
blade row is optimally clocked, the spots entering one passage
come from adjacent 1st stator blades, while in the worst configu-
ration they are shed by the same one.

A further distinction between the two wake segments arises
when the effects on stagnation pressure are investigated.Figures

Fig. 5 Efficiency variation versus 2nd stator clocking position

Fig. 6 Time-averaged entropy contours for maximum and
minimum efficiency; „a… maximum efficiency, „b… minimum effi-
ciency
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Fig. 7 Instantaneous vorticity contours for maximum „left column … and minimum „right column … efficiency; „a… t ÕTÄ0.0, „b…
t ÕTÄ0.2, „c… t ÕTÄ0.4, „d… t ÕTÄ0.6, „e… t ÕTÄ0.8
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9 ~a!–~b! report time-averaged total pressure variation traverses at
midspan in front of the 2nd stator for the maximum and the mini-
mum efficiency clocking position, respectively. Results from fully
three-dimensional and quasi-three-dimensional computations are
compared and a substantial agreement is found, although the
quasi-three-dimensional approach tends to overestimate positive
peaks.

These distributions clearly indicate that only one significant en-
ergy defect can be detected all over the pitch, while previous plots
of time-averaged entropy contours evidenced the presence of two
separate wake paths in the 2nd stator blade passage. More exactly
a comparison betweenFigs. 6~a!–~b!, andFigs. 9~a!–~b!, shows
that in both the two clocking configurations investigated the tur-
bine performance strictly depends on the circumferential position
of the upstream wake segment~indicated with a black arrow in
Fig. 8! while the downstream one~white arrow! has no remark-
able effects on losses.

Such a circumstance is probably due to the larger dimensions of
the upstream vortex with respect to the downstream one, asFig. 8,
illustrating the unsteady velocity vectors, seems to suggest.

With reference to the total pressure defect, it appears so con-
firmed that best performance improvements occur when the 1st
vane wake impinges upon the leading edge, while the minimum
efficiency is associated with a wake path entering the midchannel.

The above analysis was carried out to demonstrate that time-
averaged stagnation pressure can be profitably used to detect
clocking effects and was therefore repeated for the three-
dimensional case, too.

In the three-dimensional environment, the radial gradients can
be important. The decrease in total pressure from the tip to the hub
section is, in fact, more pronounced than circumferential varia-
tions and so a direct plot of stagnation pressure would not be clear
enough.

Consequently, in order to highlight the energy defects associ-
ated with the presence of wake segments, the following quantity
was defined:

p̃t~q,r !5
pt~q,r !2pt,av~r !

pt,ref
(2)

wherept,av is the pitchwise average value of total pressure. Con-

tours of p̃t on the 2nd vane blade rows inlet plane are depicted in
Figs. 10 ~a!–~b!, which refer to maximum and minimum effi-
ciency configurations respectively.

The 1st vane wake is seen as a blue region representing the
minimum peak in stagnation pressure, while the red zones corre-
spond to high values. Both images show a rather similar pattern,
except for an apparent rotation about the turbine axis which
clearly shows the different circumferential position of the wakes
in the two cases.

It is worthwhile to notice that the predicted time-averaged 1st
vane wake at hub is skewed relative to the 2nd vane leading edge,
while it appears to be quite aligned in the remaining span. This is
probably due to the nonradial stacking of upstream stator and
rotor blade rows and to the interactions with their secondary flow
field in the hub and tip regions.

This bowed contour implies that near the hub the relative posi-
tion of the wake with respect to the blade leading edge differs
from the situation at tip and midspan.

Fig. 8 Instantaneous vorticity contours and unsteady velocity
vectors

Fig. 9 Time-averaged total pressure pitchwise distribution in
front of the 2nd stator, three-dimensional midspan and quasi-
three-dimensional; „a… maximum efficiency, „b… minimum effi-
ciency
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As far as best clocking position is concerned, near the mid-span
and the tip section, the minimum peak in total pressure is located
just near the stator leading edge, whereas about the hub it is close
to mid-pitch. The opposite situation occurs for the minimum effi-
ciency configuration: in this case the wake is generally placed in
the midchannel except near the hub where a shift towards the
stator pressure side can be observed.

The situation depicted inFigs. 10~a!–~b! is supported byFigs.
11 ~a!–~c!, which show the time-averaged stagnation pressure
pitchwise distributions in front of the 2nd stator at 10%, 50%, and
90% of the span height, respectively. The minimum peak in total
pressure is predicted to shift about 20% between the hub and
either the midspan or the tip section.

The spanwise shape of the convective wake entering the 2nd

vane tends to explain the discrepancies in predictions from fully
three-dimensional and quasi-three-dimensional computations
shown inFig. 5. Due to the fact that the 1st vane wake changes its
circumferential position with the radius, turbine efficiency is a
result of different, sometimes conflicting, contributions. For ex-
ample, in the maximum efficiency configuration, beneficial effects
arising from the situation at tip and midspan are reduced by the
flow behavior at hub. On the other hand, in the worst clocking
position, for the same reason, the hub region prevents a larger
performance drop.

The quasi-three-dimensional approach instead does not account
for these compensating effects and consequently it tends to over-
estimate either efficiency gain or loss, thus making turbine perfor-
mance become more sensitive to row indexing.

It should be noticed however that, due to the mass-average
operation, various contributions are differently weighted. Conse-
quently, the wake behavior in the tip and the midspan region,
where a higher mass flow rate is swallowed, mainly affects turbine
efficiency.

Effects on Blade Loading. The relative motion of adjacent
stator and rotor blade rows induces a variety of unsteady flow
phenomena, among which the potential-flow interaction and the
wake interaction are the most significant ones in a low pressure
turbine. Row indexing affects both mechanisms and, depending
on clocking position, different modifications can be observed. The
kinematics of wake-blade interactions was discussed above. The
present section addresses the problem of clocking effects on
potential-field interactions.

The study of flow unsteadiness concerned the 2nd vane blade
row. Due to the unsteady flow field, at a fixed location of the
stator surface, pressure is not a constant, but varies cyclically.
These fluctuations have been stored for every point of both the
suction and pressure sides and signal properties have been ana-
lyzed. In order to compare unsteadiness levels in different con-
figurations, the unsteady pressure amplitude was used. The un-
steady pressure coefficient is defined by

Cp,max2Cp,min5
pmax2pmin

pt,ref
(3)

wherepmin andpmax are the minimum and maximum values of the
instantaneous pressure registered over one period.

Unsteady pressure coefficient distributions were obtained in the
quasi-three-dimensional and in the fully three-dimensional ap-
proach for both maximum and minimum configuration. In the
three-dimensional case, moreover, the analysis was repeated at
10%, 50%, and 90% of the span height. Results from fully three-
dimensional computations are presented inFig. 12. The plots rela-
tive to 50% and 90% span show that when the 2nd vane is opti-
mally clocked, unsteadiness near the leading edge is higher than
in the minimum efficiency position, while at 10% no offset in
levels is observed and the values appear comparable with each
other.

A plausible explanation of high unsteadiness levels registered
close to the leading edge at tip and at mid-span for the maximum
efficiency configuration can be given if we compareFigs. 12~a!–
~c! and Figs. 11 ~a!–~b!. It appears that the amplitude of static
pressure disturbances is greatest when the 1st vane wake impinges
upon the leading edge, while a decrease occurs if the wake enters
the mid-channel. The phase-lag detected at the hub section in the
previous analysis of time-averaged stagnation pressure accounts
for the different behavior of unsteadiness distribution at 10%
span.

Since pressure fluctuations are related to the wake circumferen-
tial position, which also affects turbine performance, a relation-

Fig. 10 Time-averaged p̃ t contours in front of the 2nd stator;
„a… hmaxÀDqS2Ä20%, „b… hminÀDqS2Ä60%
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Fig. 11 Time-averaged total pressure pitchwise distributions
in front of the 2nd stator at 10%, 50%, and 90% of the span; „a…
10% span, „b… 50% span, „c… 90% span

Fig. 12 Unsteady pressure coefficient distributions for the
2nd stator at 10%, 50%, and 90% of the span; „a… 10% span, „b…
50% span, „c… 90% span
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ship is expected between efficiency variation and leading edge
unsteadiness. To assess this phenomenon, the unsteady pressure
coefficient in the vicinity of the leading edge was analyzed not
only for the best and the worst clocking positions, but also for the
intermediate cases.

The unsteady pressure coefficient is a local quantity, strictly
dependent on the point where it is computed. In particular, in the
leading edge zone, sudden variations can occur, even between
locations very close to each other. In order to characterize the
unsteadiness in this region, an averaged value is therefore more
suitable than a punctual one. The average operation convention-
ally concerned a symmetrical portion of the blade surface around
the leading edge.

Figure 13 gives the variation of the unsteady pressure coeffi-
cient in the leading edge zone with the clocking position at 10%,
50%, and 90% span. Results from quasi-three-dimensional com-
putations are also reported for comparison.

A good agreement is found at 50% span between the quasi-
three-dimensional and the fully three-dimensional approach; how-
ever a certain offset in levels occurs, especially for the minimum
efficiency configuration. This overestimate, also detected for the
plots of p̃t at midspan, can probably be explained by the fact that
the quasi-three-dimensional approach tends to concentrate effects
otherwise distributed all over the span in a fully three-dimensional
environment.

Another point to be noticed is that the hub section is out-of-
phase with the tip and midspan ones, while the amount of varia-
tions and the mean value are comparable with those found at 50%
span. At 90% span, instead, we observe a general decrease in
levels, as well as in amplitude.

A comparison betweenFig. 13andFig. 5 clearly shows that, in
the quasi-three-dimensional approach, turbine performance and
leading edge unsteadiness have a very similar pattern with maxi-
mum and minimum at the same locations. Provided that these two
aspects are closely related to each other, a broader validity seems
to be suggested. In particular in the three-dimensional case, ana-
lyzing unsteadiness levels in the region close to the leading edge
could result in an alternative method to detect the best and the
worst clocking position for each radius.

Assuming therefore that maximum efficiency is associated with
the maximum unsteadiness in the leading edge zone, the present
analysis showed that the hub best clocking position was about
20% pitch out-of-phase with the tip and the midspan ones, while
for the worst configuration, discrepancy rose to about 40% pitch.
Such values are consistent with the shift in total pressure defect
location previously observed between hub and either midspan or
tip section~seeFig. 9! and seem to support the above consider-
ations.

With reference toFigs. 12~a!–~c! we notice that, except for the
leading edge region, lower unsteadiness levels are associated with

the best clocking position, while higher values correspond to the
minimum efficiency configuration. This behavior was observed at
50% and 90% span, whereas, due to the wake skewness we dis-
cussed above, the opposite situation occurs at 10% span.

These results show that row indexing affects flow unsteadiness
in different way depending on blade surface location. This makes
the correlation with performance become not so direct and could
also explain the contrasting findings by previous works~c.f.
@11,13,19,20#!.

Finally, it is worth noticing that in this study, only the unsteady
pressure amplitude distributions were analyzed while the influ-
ence of the phase angles was not investigated. This information
can be relevant when dealing with aeroelasticity problems~e.g.,
Novinski and Panovsky@40#!, but is beyond the scope of the
present paper.

Conclusions
A three-dimensional unsteady Navier-Stokes analysis was used

to investigate the flow physics associated with clocking in a 1 1/2
stage LP turbine. A quasi-three-dimensional approach was used
for the midspan section in order to obtain a comparison and high-
light three-dimensional effects. Various aspects of the unsteady
flow interactions associated with clocking effects were studied.
Such aspects concerned efficiency variations, wake interaction
patterns and flow unsteadiness.

Vorticity visualizations resulted in a meaningful contribution
and were profitably used in order to monitor the 1st vane wake
evolution through succeeding blade rows. Instantaneous contours,
as well as unsteady velocity vectors, highlighted flow structures
otherwise difficult to detect with traditional studies simply based
on entropy. In particular the interaction between counterrotating
vortices and the 2nd vane blade row was investigated for both best
and worst clocking position.

The three-dimensional analysis, also supported by quasi-three-
dimensional computations, confirmed the fundamental role played
by the circumferential position of wakes and showed that the
greatest benefits are achieved when the wake just impinges on the
2nd stator leading edge, while an efficiency drop was observed if
the wake path entered the midchannel. It was remarked, too, that
in a fully-three-dimensional environment, the not-perfect align-
ment between wake and leading edge further reduces potential
improvements which instead, in a quasi-three-dimensional ap-
proach make the turbine become more sensitive to clocking ef-
fects.

Finally, an extensive review of unsteadiness and its relationship
with efficiency was conducted showing a different behavior of the
leading edge region with respect to the remaining blade surface.
In particular it was noticed that, whereas lower unsteadiness levels
on either pressure or suction side are usually associated with bet-
ter turbine performance, the opposite situation occurred in the
zone around the leading edge. Additionally an alternative method
based on leading edge unsteadiness analysis was suggested in or-
der to detect the best clocking position for every radius.

As a result of this study it was found that, although basic inter-
action mechanisms are confirmed, three-dimensional effects can
be relevant and they should be accounted for to exploit the benefit
of row indexing technique.
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Nomenclature

c 5 chord
Cp 5 unsteady pressure coefficient

Fig. 13 Unsteady pressure coefficient at leading edge versus
clocking positions
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p 5 pressure
PS 5 pressure surface

r 5 radial direction
SS 5 suction surface

T 5 period
t 5 time
x 5 axial direction

Greek

h 5 total-to-total efficiency
g 5 ratio of specific heats (cp /cv)
q 5 tangential angle, tangential direction

Subscripts

1 5 inlet
2 5 outlet

av 5 averaged
max 5 maximum value
min 5 minimum value
ref 5 reference value

t 5 total value, turbine
x 5 axial direction
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The Effect of Real Turbine
Roughness With Pressure
Gradient on Heat Transfer
Experimental measurements of heat transfer (St) are reported for low speed flow over
scaled turbine roughness models at three different freestream pressure gradients: adverse,
zero (nominally), and favorable. The roughness models were scaled from surface mea-
surements taken on actual, in-service land-based turbine hardware and include samples of
fuel deposits, TBC spallation, erosion, and pitting as well as a smooth control surface. All
St measurements were made in a developing turbulent boundary layer at the same value
of Reynolds number~Rex>900,000!. An integral boundary layer method used to estimate
cf for the smooth wall cases allowed the calculation of the Reynolds analogy~2St/cf!.
Results indicate that for a smooth wall, Reynolds analogy varies appreciably with pres-
sure gradient. Smooth surface heat transfer is considerably less sensitive to pressure
gradients than skin friction. For the rough surfaces with adverse pressure gradient, St is
less sensitive to roughness than with zero or favorable pressure gradient. Roughness-
induced Stanton number increases at zero pressure gradient range from 16–44% (depend-
ing on roughness type), while increases with adverse pressure gradient are 7% less on
average for the same roughness type. Hot-wire measurements show a corresponding drop
in roughness-induced momentum deficit and streamwise turbulent kinetic energy genera-
tion in the adverse pressure gradient boundary layer compared with the other pressure
gradient conditions. The combined effects of roughness and pressure gradient are differ-
ent than their individual effects added together. Specifically, for adverse pressure gradient
the combined effect on heat transfer is 9% less than that estimated by adding their
separate effects. For favorable pressure gradient, the additive estimate is 6% lower than
the result with combined effects. Identical measurements on a ‘‘simulated’’ roughness
surface composed of cones in an ordered array show a behavior unlike that of the scaled
‘‘real’’ roughness models. St calculations made using a discrete-element roughness model
show promising agreement with the experimental data. Predictions and data combine to
underline the importance of accounting for pressure gradient and surface roughness
effects simultaneously rather than independently for accurate performance calculations in
turbines. @DOI: 10.1115/1.1738120#

Introduction ÕBackground
Flows of engineering interest occur over surfaces that are not

smooth. Surface roughness has been shown to influence both the
aerodynamics and heat transfer of fluid devices. Understanding
the full effects of surface roughness is perhaps no where more
critical than in a gas turbine engine. In the turbine section of a
modern gas turbine, the accurate prediction of heat transfer is
paramount. Underestimating the turbine inlet temperature by 25°C
can reduce the blade life by a factor of two,@1#. In a compressor,
stage efficiency is generally of greater importance~though recent
advances in gas turbine performance have been in some cases
limited by the high pressure compressor exit temperature!.
Roughness-induced aerodynamic losses aggravate airfoil wakes in
the compressor, upsetting the tenuous balance of vane-blade inter-
action that is so critical to peak efficiency.

To properly account for roughness-induced effects requires a
proper understanding of an imposing list of flow phenomena, in-
cluding boundary layer transition, secondary~three-dimensional!
flows, and turbulent~momentum and energy! transport. Conse-
quently, roughness is still an active topic of research nearly a
century after the initial pipe flow experiments of Nikuradse@2#. A
summary of some of the more recent studies in this area is con-
tained in Bons@3#, to include an extensive~though certainly not

exhaustive! reference list. The bulk of experimental work with
roughness has been conducted in the laboratory environment with
simulated roughness elements~e.g., sand,@4,5#, cylinders, @6#,
spherical segments,@7#, cones,@8#, pedestals,@9#, etc.!. Labora-
tory findings show the quantitative effects of roughness to be sig-
nificant. Measured augmentation factors range from 1.5,cf /cf o
,3.5 and 1.1,St/Sto,1.6. These values can be even greater
when boundary layer transition is initiated prematurely due to
roughness. Empirical correlations,@10,11#, have been more or less
successful at capturing the significant trends in the laboratory
data. However, since the correlations are created to match labora-
tory findings rather than the complex flow environment of a gas
turbine, it is not surprising that they are less effective when ap-
plied to turbomachinery flows,@12,13#. Nonetheless, full rig tests
with roughness clearly show its effects,@14,15#, thus it can not
simply be neglected.

More sophisticated roughness models combined with computa-
tional fluid dynamics calculations have proven more effective than
empirical correlations and have provided greater insight into the
fundamental flow physics. The discrete-element method in par-
ticular has been developed and tailored to provide good agreement
in cf and St over a wide range of roughness types,@16,17#. But
once again, most comparisons are with laboratory findings which
lack many of the complexities of turbomachinery flow fields. Two
of these complicating factors that have been addressed by the
authors are freestream turbulence,@3#, and nonzero pressure gra-
dients.

Combustor exit measurements of freestream turbulence range
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from 10–17%,@18#. This extreme level decays somewhat by the
second turbine stage, yielding levels below 10% thereafter. Intu-
ition might suggest that such elevated turbulence levels would
completely overwhelm the effects of surface roughness, making it
negligible. However, results reported in@3# show just the opposite
effect. St andcf levels with turbulence and roughness combined
exceeded those for the two independent effects superposed by up
to 20% in some cases. This synergy has been documented by
other researchers as well. Though some of the heat transfer in-
crease can be attributed to an increase in wetted surface area due
to roughness, the reported values exceed the increased surface
area ratio (Sw /S) by up to a factor of three.

Pressure gradients in turbines likewise vary over a considerable
range.Figure 1 @from @19## shows a typical velocity distribution
for a modern turbine nozzle. Acceleration parameters~K! ranging
from 231026 to 2631026 on the pressure surface and 2
31026 to 20.331026 on the suction surface are not uncommon.
Bons et al.@20# showed that significant surface roughness can
occur in any location on a turbine blade, depending on the blade
design and the operating environment. Thus, the turbine designer
and operator are left with the dilemma of how to account for
roughness effects over the entire envelope of possible pressure
gradients. The bulk of experimental roughness research has been
conducted at zero-pressure gradient or in fully developed pipe
flow, neither of which accurately models the boundary layers on a
turbine blade. Consequently, correlations based on these labora-
tory data lack sensitivity to variable pressure gradients.

There have been a handful of experimental studies with com-
bined roughness and variable pressure gradient. Coleman et al.
@21# added densely packed spheres to a heat transfer facility used
previously by Moretti and Kays@22#, and repeated a series of
accelerated freestream profiles with a turbulent boundary layer.
The original smooth plate study of Moretti and Kays compared St
at the samex-location for two flows: one at constantUe and one at
the same constantUe followed by an accelerated zone just prior to
the St measurement location. In this configuration, St in the ac-
celerated zone was actually lower than St with constantUe . The
authors remarked that acceleration causes a thinning of the turbu-
lent boundary layer accompanied by a suppression of boundary
layer turbulence~even relaminarization in some cases!. Turbu-
lence suppression has a particularly marked effect on the convec-
tive heat transfer coefficient~h! and the resultant St
(5h/rcpUe). Thus when St is normalized by a higher~acceler-
ated! Ue , it decreases at the same streamwise~x! location. When
Coleman et al. added the densely packed spheres to this facility,
they found a 10–20% increase in St when comparing favorable
pressure gradient~FPG! to zero pressure gradient~ZPG! for the
same roughness. The acceleration-thinned boundary layer resulted
in a largerk/d ratio and a greater roughness influence compared
to the ZPG case. This augmentation more than overcame the St

reduction of the smooth model with FPG. Chakroun and Taylor
@23# expanded on the findings of Coleman et al. in a nearly iden-
tical experimental facility but with hemispheres rather than
spheres as the rough-wall characterization. They reported a 10%
drop in St with acceleration for a smooth surface, again citing the
drop in turbulent fluctuations. The roughened wall more than
overcame this decrease, resulting in a 5–15% increase in St~de-
pending on Re! for a rough FPG versus the rough ZPG case.

Researchers at NASA have likewise been very active in the
roughness arena through their extensive research into the effects
of icing on external airfoils. Poinsatte et al.@24,25# added a stag-
gered array of 2-mm diameter hemispheres to the leading edge of
a NACA-0012 airfoil to study icing effects on heat transfer.
Roughness did increase the local St, but the authors indicated that
this was probably related to premature boundary layer transition.
Varying the angle of attack~a! of the artificially-roughened airfoil
~and thus changing the pressure gradient just after the leading
edge to be more strongly adverse! did show an increase in heat
transfer asa was increased from zero. Again, the suction surface
boundary layer was found to transition closer to the leading edge
because of the increasingly adverse pressure gradient in the arti-
ficially roughened zone. This appeared to explain the increased
heat transfer. Interestingly, in a limited test series with elevated
freestream turbulence and roughness~at constanta!, the authors
registered surprise at finding that freestream turbulence actually
amplified the effect of roughness~a finding corroborated in@3#!.

A second NASA study by Dukhan et al.@26,27# employed alu-
minum castings of real ice formations and studied the interrelation
of pressure gradient and roughness. The boundary layer over the
smooth baseline casting was not turbulent and showed only a
slight variation in St with the accelerated freestream. Increasing
FPG delayed boundary layer transition to higher values of Rex in
accordance with linear stability theory, thus St values were lower
in the transition zone with higher FPG at the same Rex . The upper
bound of Dukhan et al.’s smooth plate data ended in the transition
zone, so no information was available on turbulent boundary layer
heat transfer over a smooth plate with pressure gradient. For the
rough castings, increasing FPG increased St for the same Rex by
10–40% at high values of Rex . For Rex,400,000, the favorable
pressure gradient case actually showed a reduced St at matched
Rex . Some of this low Reynolds number observation may be at-
tributed to delayed transition effects.

A final study that combined roughness and variable pressure
gradient is reported by Turner et al.@28#. Roughness was modeled
by an array of pyramid shaped elements and only a single set of
favorable pressure gradient data are reported. In this one case,
FPG does increase rough wall St at the same Rex by roughly 5%
for Rex.500,000~beyond the transition affected zone!. Accelera-
tion parameters for this study were lower than for some of the
other researchers (K'1.531027) and no adverse pressure gradi-
ent data were presented.

Piecing together these scattered sets of roughness data, it seems
evident that pressure gradient is an important parameter that must
be considered when estimating rough wall heat transfer. However,
without a clearer documentation of the interdependence between
roughness and pressure gradient in a turbulent boundary layer,
existing roughness correlations become suspect when applied
much beyond the mild camber~and angle of attack! of a typical
external airfoil. Experimental data are needed to determine the
combined effects of both favorable and adverse pressure gradient
with roughness. A significant finding of Bons@3# was that simu-
lated roughness falls short of providing an accurate roughness
model for bothcf and St. It is expected that this disparity will
only be exacerbated with variable pressure gradients. Thus, to be
accurate, the wall condition in any roughness study should be
actual roughness, reproduced from the turbine environment that is
being modeled, rather than simulated roughness using homog-
enous elements. This report contains the findings of just such a
study. Employing the same facility used in@3#, St was measured

Fig. 1 Experimental velocity data „Ue normalized by exit ve-
locity from stage … versus wetted surface distance for typical
turbine airfoil „Fig. 5 from †19‡…
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over scaled roughness models in both adverse and favorable pres-
sure gradient conditions. Though the levels of pressure gradient
(2231027,K,531027) are lower than those found in an ac-
tual turbine, they are large enough to show a measurable effect,
and thus provide valuable insight into expected trends. Also, com-
parisons are made with discrete-element model calculations using
the same real-roughness characterizations. Results of this com-
parison establish this model’s viability as a tool for predicting St
in more engine representative pressure gradients.

Surface Roughness Characterization
Data reported in this study employ the same roughness charac-

terizations used in previous studies by the authors@3,17,20#. Sur-
face measurements were made on nearly 100 land-based turbine
components assembled from four manufacturers: General Electric,
Solar Turbines, Siemens-Westinghouse, and Honeywell Corpora-
tion. The articles were selected by each manufacturer to be repre-
sentative of surface conditions generally found in the land-based
gas turbine inventory. Chord dimensions on the assembled blades
and vanes ranged from 2 to 20 cm and included samples with
thermal barrier coatings~TBC!. In order to respect proprietary
concerns of the manufacturers, strict source anonymity has been
maintained for all data in this publication.

Extensive two-dimensional and three-dimensional surface mea-
surements were made on the assembled hardware using a Taylor-
Hobson Form Talysurf Series 2 contact stylus measurement sys-
tem. The complete results are reported in@3,20#. Of the surfaces
available for study, four were chosen for this study. These include
one pitted surface, one coated/spalled surface, one fuel deposit
surface, and one erosion/deposit surface. The full statistics for
each of the four surfaces are included in@3# along with represen-
tative two-dimensional traces.Table 1 contains a subset of these
statistical measurements. The surfaces were scaled to match the
roughness to boundary layer height ratio of the turbine environ-
ment as well as the roughness classification of the flow~smooth,
fully rough, or transitionally rough!. The scaled models were fab-
ricated into 280 mm3360 mm test panels using a StrataSys Inc.
GeniSys Xi 3D plastic printer.

Description of Experimental Facility
The research facility used for the experiments is described in

detail in @3# and only a brief summary will be given here. The
open-loop wind tunnel located at Wright-Patterson AFB uses a
centrifugal blower to provide a nominal mass flow of 1.2 kg/s to
the test section~Fig. 2!. A heat exchanger can be used to vary the
flow temperature from 18 to 54°C. The flow enters a conditioning
plenum of 0.6-m diameter before reaching the rectangular test
section. The freestream turbulence level at the test section is 1%.
At 1.22 m from the plenum exit a knife-edge boundary layer bleed
with suction removes the bottom 1.27 cm of the growing bound-
ary layer, making the aspect ratio~span/height! of the final test
section approximately 1.7~with no pressure gradient!. The top
wall of this final section is adjustable in order to set non-zero
pressure gradients in the tunnel. Since the goal of this study is to
assess the effect of pressure gradient on rough surfaces, this top
wall was adjusted to create three different~roughly linear! pres-

sure gradients. Velocity measurements at multiple axial locations
along the tunnel centerline are shown inFig. 3. The location of
the roughness test plate~centered atx51.18 m) is also indicated
in the figure, and was chosen as the point of intersection of the
threeUe(x) profiles. External flow heat transfer data is generally
reported as St versus Rex . St normalizes the heat transfer coeffi-
cient by the rate of available thermal capacity in the flow
(rcpUe). Using St allows comparisons to be made for different
fluids and flow conditions. Rex identifies the hydrodynamic
boundary layer state and maturity. Plotting St versus Rex allows
heat transfer assessments to be made independent of fluid type,
flow character, or boundary layer state. However, since both St
and Re employ the local value ofUe , they contain no direct
information about the upstream variation ofUe . Thus, when com-
paring St and Re data from different experiments with pressure
gradients, it is important to understand the manner in which the
pressure gradient was imposed~relative to the measurement loca-
tion! as this will have a significant impact on the relevance of
comparisons between results.

Coleman et al.@21# and Chakroun and Taylor@23# made com-
parisons at the same streamwise location for a turbulent boundary
layer that either had a constantUe or a constantUe followed by
an accelerated zone just prior to the measurement location. Thus,
comparisons were made of St versusx with the sameUe far up-
stream but different Rex values at the measurement location~since
Ue at the measurement site is different with or without accelera-
tion!. Incidentally, these studies also employed a significant un-
heated starting length in an effort to lessen the dependency of the
thermal boundary layer development on the hydrodynamic bound-
ary layer development. By contrast, the NASA work by Dukhan
et al.@27# used constant acceleration from the leading edge of the
roughened test plate and reported heat transfer as St versus Rex .
There is a short unheated starting length in the NASA facility as
well. The focus of the present study is turbine blade heat transfer,
though the findings are more broadly applicable to a variety of

Table 1 Surface statistics for scaled wind tunnel models of
‘‘real’’ rough surfaces

Type Scaling
Ra

~mm!
Rz

~mm!
Rt

~mm!
a rms
~deg! Sw /S Rz/u

Pitted 28.5 0.12 1.14 2.08 7.23 1.02 0.57
Spalled 28.1 0.84 4.51 6.43 16.4 1.08 2.26
Fuel
Deposits

34.3 1.17 5.96 7.3 20.6 1.22 2.98

Erosion/
deposits

57.7 0.52 3.83 4.23 25.3 1.20 1.92

Fig. 2 Schematic of variable pressure gradient wind tunnel at
AFRL

Fig. 3 Freestream velocity distribution for three pressure gra-
dients in AFRL wind tunnel
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industrial applications. Since pressure gradients on turbine blading
begin at the leading edge, it was decided to compare St versus Rex
at the samex-location. This is done in the present facility by
starting the flow atx50 with a Ue value that is higher or lower
than the zero pressure gradient constantUe value, and then de-
creasing or increasingUe up to the measurement location~see
Fig. 3!. Also, to more faithfully simulate the turbine environment,
the thermal and velocity boundary layers begin simultaneously at
x50 ~without an unheated starting length!.

One attribute of the facility that does not necessarily mirror the
turbine blade application is the wall roughness character leading
up to the measurement location. The roughness panels are pre-
ceded by 1.04 m of smooth plexiglas wall~of comparable thermal
properties to the plastic panels!. Accordingly, the flow experiences
a transition from a smooth to rough wall condition at the leading
edge of the roughness panels. This experimental setup departs
from traditional roughness experiments in which the entire devel-
opment length of the boundary layer is roughened. Previous work
by other researchers~referred to in@3#! suggests that St recovers
its rough wall value within three to four boundary layer thick-
nesses. To mitigate the effect of this transition region, the heat
transfer data were taken on the downstream half of the roughness
section~beyond the expected adjustment length!. That said, the
turbine roughness measurements reported by Bons@20# show
rapid spatial variations in surface character. So, this experimental
configuration may actually be more representative of the real tur-
bine blade surface than constant roughness from the leading edge
of the tunnel.

For the heat transfer measurements, a FLIR Thermacam SC
3000 infrared camera system is mounted over a hole in the plexi-
glas ceiling of the tunnel. The camera setup and data reduction
procedure is documented in@3#. The optical port is sealed to the
camera lens using a cylindrical housing. This prevents air from
exiting or entering through this port during tests with variable
pressure gradient. For this study, the focal distance of the camera
was kept constant regardless of the height of the adjustable tunnel
ceiling. The camera field of view is roughly 70390 mm, centered
at x51.2 m. The surface temperatures recorded by the camera
were area-averaged to obtain the surface temperature history re-
quired by the St calculation algorithm. The Stanton number was
determined from this surface temperature history using the
method of Schultz and Jones@29#. This transient technique uses
Duhamel’s superposition method to calculate the surface heat flux
given the surface temperature history. It assumes the panels are a
semi-infinite solid at constant temperature at the start of the tran-
sient. To accomplish this, the entire test section was soaked at
room temperature for several hours prior to testing. Using the flow
heat exchanger, hot air flow was then initiated instantaneously
while monitoring the freestream velocity and temperature as well
as the average surface temperature~with the IR camera!. The heat
transfer coefficient~h! at each time step was then calculated using
the expression in@3#. With this procedure, smooth plate, zero
pressure gradient St values were found to be within 3% of the
accepted correlations. Repeatability was within65% and bias un-
certainty was estimated at60.00015 for the smooth plate mea-
surement of St50.00219 at (Rex5900,000).

Discrete-Element Computational Model
The discrete-element model used for comparison in this report

is outlined in detail in@17# and was implemented in a finite dif-
ference, boundary layer code, BLACOMP, developed at Missis-
sippi State University for educational use,@30#. The discrete-
element model was formulated for roughness elements with three-
dimensional shapes for which the element cross-section
distribution can be defined at every height,y. The differential
equations including roughness effects are derived by applying the
basic conservation statements for mass, momentum, and energy to
a control volume located below the roughness peaks. Basic to this
approach is the idea that the two-dimensional time-averaged tur-
bulent boundary layer equations can be applied in this flow re-
gion. The flow variables are spatially averaged over the transverse
~z! direction and the streamwise~x! direction. The physical effects
of the roughness elements on the fluid in the control volume are
modeled by considering the flow blockage, the local element heat
transfer, and the local element form drag. The turbulence model is
not modified to include roughness effects since the physical ef-
fects of the roughness on the flow are explicitly included in the
differential equations. The Prandtl mixing length with van Driest
damping is used for turbulence closure. Closure in the energy
equation is achieved using a turbulent Prandtl number, Prt , of 0.9.
Ue(x) and Te2Tw(x), as well as the inlet flow atx50 are re-
quired inputs for the calculation.

Results and Discussion
Data are presented first for the smooth baseline panels at three

pressure gradients. This is followed by a presentation of the rough
wall data, and finally a comparison between the rough data and
the computational model calculation.

Smooth Wall With Pressure Gradient. Smooth wall tests
were conducted both to provide a benchmark for comparison with
the rough-wall data and to establish the suitability of the experi-
mental facility.Table 2 shows the St data and corresponding Rex
for each of the three pressure gradients with smooth walls. The
zero pressure gradient~ZPG! case actually has a nonzero value of
K. However, the value is an order of magnitude less than the
absolute value ofK for both pressure gradient cases. Thus, it is
referred to as the zero pressure gradient reference. St increases
and decreases both by about 10% for favorable pressure gradient
~FPG! and adverse pressure gradient~APG!, respectively. This
result for a smooth wall turbulent boundary layer appears to run
counter to the aforementioned findings of Moretti and Kays@22#
in which freestream acceleration suppressed turbulent fluctua-
tions, reducing St for constantx. Though it is unclear from the
data presentation in@22#, it is quite possible that their St data
would actually show a slight increase with FPG if comparisons
could be made at matched Rex conditions~as in the present study!.
However, there are other mitigating factors to consider as well.
The leading 1/3rd of the Moretti and Kays wind tunnel is non-
heated. Thus the hydrodynamic boundary layer is significantly
larger than the thermal boundary layer. Since the thermal bound-
ary layer resides in the near wall log-law region in this configu-

Table 2 Smooth-wall data from experiment and calculation „at xÄ1.2 m…

APG ZPG FPG

K 22.2531027 3.5231028 4.7331027

Rex 939,000 901,000 932,000
St-experimental 0.00199 0.00220 0.00248
St-BLACOMP 0.00208 0.00225 0.00257
St-Ambrok @31# 0.00206 0.00217 0.00245
cf-BLACOMP 0.00304 0.00375 0.00446
cf-White @33# 0.00299 0.00376 0.00456
Reynolds analogy-
BLACOMP

1.37 1.20 1.15
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ration, an acceleration-induced suppression of turbulent fluctua-
tions would have a significant impact on the energy exchange with
the wall. By contrast, the present heat transfer experiment is con-
ducted in a transient mode. The entire tunnel floor (x>0) sees the
same blast of hot air, and the velocity and thermal boundary layers
are more comparable in size. A second difference is related to the
boundary layer history upstream of the measurement location.
Moretti and Kays compare acceleration to constantUe after a
considerable constant velocity zone. As such, the boundary layer
size at the measurement site would only be slightly thinner in the
accelerated case. Since the present study uses approximately lin-
ear freestream velocity gradients fromx50 ~Fig. 3!, Ue and Rex
are matched at the measurement location, but the boundary layer
thicknesses vary dramatically~42 mm, 27 mm, and 12 mm for
APG, ZPG, and FPG, respectively!. This disparity in boundary
layer size with comparableUe andTe creates considerably differ-
ent boundary layer gradients and exchange rates.

To verify the magnitude of the smooth-wall St variation with
pressure gradient, calculations were made using both BLACOMP
and the method of Ambrok@31#. Ambrok’s empirically based in-
tegral method employs an assumed relationship between the sur-
face heat flux and the energy thickness of the boundary layer to
solve the energy integral equation. An implicit assumption of this
method is that the thermal and hydrodynamic boundary layers
develop independently. This limitation aside, Ambrok’s method
has been used by a number of researchers,@22,32#, for a reason-
ably accurate and robust prediction of St with variableUe and
Te2Tw . Initially, the two calculations were conducted with a
constantTe2Tw assumption, using the experimental value from
the measurement location (x51.2 m). This produced matching
trends in the calculated St~increase for FPG and decrease for
APG!, but the magnitude of the change was only 1/3rd that of the
experimental result. Upon closer consideration, it was discovered
that both calculation procedures are quite sensitive to theTe
2Tw variation with x. Unfortunately,Tw was only measured at
x51.2 m in the experiment, and no other information~e.g., ther-
mal boundary layer profiles! was available to inferTw(x). Since
the wall is modeled as a semi-infinite surface with constantTw at
t50, the thermal wall boundary condition during the experiment
is neither constantTw nor constantqw ~much like a turbine blade,
incidentally!. Because both boundary layers develop from the
leading edge, it is reasonable to assume that for ZPG,Te2Tw
would be>0 at x50, rising steeply during the initial stages of
boundary layer development, then approaching the measured
value of 25°C atx51.2 m asymptotically. Since the FPG is con-
stantly accelerating fromx50 to 1.2 m, the boundary layer
growth is slower, andTe2Tw would not adjust as sharply withx.
The APG boundary layer, on the other hand, would experience
rapid growth near the leading edge and may indeed be well ap-
proximated by a constantTe2Tw thereafter~the thick boundary
layer providing a significant deterrent to variations inTw from x
50 to 1.2 m!. These three intuition-basedTe2Tw(x) distributions
are depicted inFig. 4 ~normalized byTe2Tw at x51.2 m). Em-
ploying these variableTe2Tw distributions in the BLACOMP and
Ambrok calculations yielded closer agreement with the experi-
mental data as shown inTable 2. Since the roughness panels only
occupy the region from 1.04 m,x,1.32 m in the wind tunnel, it
was assumed that theseTw distributions would change very little
with different roughness panels. Accordingly, they were employed
in the BLACOMP rough-wall calculations as well.

Though the focus of this paper is on heat transfer, the BLA-
COMP calculation also yields a prediction ofcf . With the view of
shedding light on the applicability of Reynolds analogy (St
>cf /2) in nonzero pressure gradients,Table 2 also includes the
BLACOMP cf prediction and the resulting value of 2St/cf . Rey-
nolds analogy is based on the equivalence of the turbulent eddy
diffusivities for heat and momentum. The BLACOMP value forcf
agrees favorably with that obtained using a standard integral cal-
culation from White@33#, also shown in the table. The Reynolds

analogy trend shown in the table bears some explanation. It ap-
pears that the predicted Reynolds analogy is not independent of
pressure gradient. Indeed, it increases with APG and decreases
with FPG. This indicates that heat transfer~the numerator! is
much less sensitive to pressure gradient than skin friction~the
denominator!. This finding has been noted by others, dating back
to the nozzle flow experiments of Back et al.@32,34#. In two
different cases, Reynolds analogy dropped from the 1.2–1.3 range
at ZPG to approximately 0.7 in the accelerated zone of the nozzle.
Acceleration parameters were considerably higher for these flows
(K>231026) than for the present study~Table 2!, explaining the
more significant drop in Reynolds analogy with acceleration.
Back et al.@34# flatly state that the Colburn equation~Reynolds
analogy! ‘‘fails badly’’ in regions of variableUe . Boundary layer
temperature and velocity measurements indicate that the thermal
resistance of the boundary layer~the enthalpy thickness! is much
less responsive to acceleration than the momentum thickness~u!.
Indeed, temperature profiles taken in the converging nozzle vary
only slightly with axial distance while the velocity profiles show a
large shift of momentum down toward the wall. This disparity
betweencf and St with pressure gradient was treated analytically
by So@35#. So extended the equilibrium turbulent boundary layer
analysis of Mellor and Gibson@36# to the thermal boundary layer.
With both boundary layers then fully characterized, So was able to
plot Reynolds analogy versus Clauser’s equilibrium parameterb
~Fig. 5!. Though the current experiments are not equilibrium tur-
bulent boundary layers in the classical sense, the trends are re-
markably in line~see data plotted with So’s theoretical trends in
Fig. 5!. This effect also explains the relatively low Reynolds anal-
ogy values~>0.95! reported for recent pipe flow experiments

Fig. 4 Empirical TeÀTw distributions used in St calculations
„nondimensionalized by measured TeÀTw at xÄ1.2 m…

Fig. 5 Reynolds analogy predictions from So †35‡ compared
with results using smooth-wall predictions from BLACOMP
computation
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of Belnap et al.@37#. Though a fully developed turbulent pipe
flow is different in several ways from an external, developing
boundary layer, the favorable axial pressure gradient does result in
a lower Reynolds analogy than for ZPG~1.1–1.2!. This finding is
particularly critical for experimentalists who often infer heat
transfer from skin friction measurements or vice versa,@38#. If
pressure gradients are considerable, the two exchange mecha-
nisms do not behave in unison.

Rough Wall With Pressure Gradient. As mentioned earlier,
four distinct roughness models were used in this study: pitted,
spalled, fuel deposit, and erosion/deposits. A fifth surface was also
constructed using a staggered array of cones~height52 mm, base
diameter55 mm, spacing55 mm!. This simulated rough surface
~also reported in@3#! was designed to have similar roughness sta-
tistics to the erosion/deposits surface in this paper. The St data for
all six surfaces is shown inFig. 6. St increases with both rough-
ness and favorable pressure gradient at constant Rex . There are
several different ways to dissect the data in this figure.Figures 7
and 8 show two such treatments.Figure 7 plots the roughness-
induced change in St~rough minus smooth! as a percent of the
smooth-wall St value, all evaluated at the same pressure gradient.
This change is calculated for each of the three pressure gradients
and all five rough surfaces.~The smooth panel is not plotted since
it would be self-referenced and thus identically equal to zero.! The
lower roughness-induced St augmentation for APG appears to be
universal across all surface types~on average 7% less than the
roughness effect at ZPG!. The results with FPG are not so univer-
sal. The roughest three scaled models show a13% difference in
roughness effect between FPG and ZPG, while the pitted and
simulated surfaces actually show a lower roughness-induced ef-
fect on St. This should not be misinterpreted as a reduction in St

with FPG for these cases~as is clear from the raw St data inFig.
6!. Rather it implies that the percent increase in heat transfer due
to roughness for FPG is less than the observed percent increase in
heat transfer due to roughness for ZPG.Figure 8 plots the pres-
sure gradient induced change in St~nonzero pressure gradient
minus zero pressure gradient! as a percent of the St value at zero
pressure gradient for the same rough surface. Data is shown for
FPG and APG only since the ZPG curve would be identically
zero. Pressure gradient has the same qualitative effect for all of
the six surfaces shown~FPG increases St while APG decreases St
at constant roughness!. The APG data again show some universal
trends~all rough panels are lower than the smooth baseline!, while
the FPG data show mixed results when compared to the smooth
case. The range of accelerated freestream St augmentation~7–
18%! shown in Fig. 8 is comparable to that reported by other
researchers. Coleman et al. reported increases from 10–20%,
while Chakroun and Taylor measured 5–15% increases~data was
presented for roughness with FPG compared to roughness with
ZPG!. These studies both reported St at constantx ~not Rex).
Dukhan et al. reported St versus Rex and showed 10–40% aug-
mentation~larger with higher Rex). Finally, Turner et al. reported
5% augmentation. An exact comparison is difficult to make due to
the number of variables in the different wind tunnels~unheated
starting length, flow history, etc.!, yet the level of augmentation
due to FPG is consistent.

Of critical importance to the designer is whether heat transfer
augmentation due to pressure gradient alone can simply be added
to results with roughness alone to approximate the effect when
both are present. If true, this would imply a lack of synergy be-
tween the two mechanisms. This is attractive to the designer be-
cause it allows correction factors to be simply superposed without
additional parametric testing. One way to determine the degree to
which these two mechanisms are synergistic is to compare the
augmentation results obtained with both mechanisms present to
that achieved by adding or compounding their individual effects.
For example, if the smooth plate St augmentation due to favorable
pressure gradient was 10% and the St augmentation of a rough
plate ~with zero pressure gradient! was 40%, the additive predic-
tion for the rough plate with FPG would be 50%. For the same
case, the compound method would predict a combined effect of
54%. These three measures can be written algebraically as fol-
lows:

Synergistic:
StRPG

Sto
21[

DSt

Sto
(1)

Compound:
StR
Sto

StPG

Sto
21 (2)

Fig. 6 Experimental St data for six panels and three pressure
gradients „RexÄ9Ã105

…

Fig. 7 Experimental data for five panels „RexÄ9Ã105
….

Roughness-induced change in St „StRoughÀStSmooth … as a per-
cent of St Smooth at matching pressure gradient.

Fig. 8 Experimental data for six panels „RexÄ9Ã105
…. Pres-

sure gradient induced change in St „StPGÀStZPG… as a percent of
StZPG for the same rough surface.
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Additive: S StR
Sto

21D1S StPG

Sto
21D . (3)

The subscripts ‘‘R,’’ ‘‘PG,’’ and ‘‘RPG’’ represent St measure-
ments with roughness only, nonzero pressure gradient only, and
the two effects combined, respectively. An identical analysis was
conducted in@3# looking for synergies between roughness and
freestream turbulence.Figures 9~a,b! contain these measures for
all five surfaces at APG and FPG, respectively. An interpretation
of the APG plot is that the additive St estimate would overpredict
the actual St by 10% on average, while the compound estimate
overpredicts the actual St by only 6%. This is a negative synergy.
The FPG plot again has a mixed result. The three roughest ‘‘real’’
models show an average of 8.5% positive synergy relative to the
additive estimate while the pitted panel and the simulated panel
both show slightly negative synergies~up to an average of27%
relative to the compound estimate!. The magnitude of the synergy
in St is not as significant as those reported in@3# for roughness
and freestream turbulence~5–20%!. However, it is expected that
the synergies will grow with pressure gradient~K!, and the values
of K in this study are lower than for a typical turbine blade. Thus,
the error that would be incurred by estimating the synergistic St
augmentation by the simple superposition of the two separate ef-
fects could be substantial in practice. Also, measured and calcu-
lated cf synergies with roughness and pressure gradient indicate
much stronger synergies in aerodynamics than in heat transfer. For
example, BLACOMP calculations ofcf for the erosion/deposit
surface with favorable pressure gradient yield a 216% additive
estimate for cf augmentation~roughness and pressure gradient ef-
fects assessed independently! compared with the synergistic result
of 266%~roughness and pressure gradient effects combined!. This

50% under prediction is due to the strong positive synergy of
favorable pressure gradients and roughness and is similar to ex-
perimentalcf measurements~not presented in this paper! for the
erosion/deposit surface. There is, of course, a clearer physical
mechanism for cf synergy with pressure gradient and roughness.
The bulk ofcf increase with roughness is due to the form drag on
the individual roughness elements. Favorable pressure gradient
~like elevated freestream turbulence! has a tendency to increase
the near wall momentum, thus producing an even larger increase
in cf ~due to a disproportionate increase in form drag! than would
be predicted for pressure gradient and roughness separately. The
opposite would be true for APG.

There is no ‘‘form drag’’ equivalent for heat transfer, so the link
between pressure gradient and roughness is less obvious. Ulti-
mately, the wall heat transfer occurs by conduction, so synergies
must either interrupt~APG! or accelerate~FPG! this process. Pre-
vious researchers,@22#, have identified the pressure gradient influ-
ence on turbulent fluctuations in the boundary layer as a possible
suppression/enhancement mechanism. To explore this possibility,
boundary layer profiles were taken at the leading and trailing
edges of three different panels~smooth, erosion/deposits, and
simulated! at the three pressure gradients. Because the heat trans-
fer tests are transient, these velocity measurements were not made
simultaneously with the St measurements. Rather,Te was set to a
constant value~close to the value used in the transient heat trans-
fer tests! and the wall temperature was not controlled in any way.
Thus, there was little or noTe2Tw . The profiles were taken with
a single-element hotwire.Figure 10 shows the mean velocity~U!
profiles for the smooth panel and three pressure gradients at lead-
ing and trailing edges.

With so many flow variables, it was necessary to synthesize
these boundary layer data into their essential results. Accordingly,
the boundary layer momentum thickness~u! and streamwise tur-
bulent kinetic energy (u82) flux ~q! were computed for both lead-
ing and trailing profiles:

u5E
0

d U

Ue
S 12

U

Ue
Ddy (4)

and

q5E
0

d

u82Udy. (5)

The change in these values from trailing to leading edge was
then calculated to arrive at the net change of momentum thickness
~Du! and streamwise turbulent kinetic energy flux (Dq) across the
test panels. In the same way that the rough-wall St data were
compared to the smooth-wall St data for reference, the smooth-
wall trailing-to-leading-edge difference (Dusmooth) was then sub-

Fig. 9 Comparison of combined „synergistic … roughness Õ
pressure gradient effects on St with compound and additive
estimates using individual effects of roughness alone and
pressure gradient alone. Data for five rough surfaces and „a…
APG or „b… FPG. „RexÄ9Ã105

….

Fig. 10 Mean velocity profiles „U… at leading and trailing edge
of smooth panels: adverse, zero, and favorable pressure gradi-
ents. „RexÄ9Ã105

….

Journal of Turbomachinery JULY 2004, Vol. 126 Õ 391

Downloaded 31 May 2010 to 171.66.16.21. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tracted from the rough-wall (Du rough) value at the same pressure
gradient~to try to isolate the effect of roughness only for a given
pressure gradient!. The result is inTable 3 for the erosion/deposits
and simulated surfaces. The table includes theDu andDq values
for all three surfaces at the three pressure gradient values.Du
values are positive since the boundary layer momentum thickness
increases from leading edge to trailing edge.Dq values are also
positive since the difference between the streamwise turbulent ki-
netic energy exiting and entering the control volume over the test
panels represents the net production of TKE in the developing
boundary layer. The 4th and 6th columns inTable 3 contain the
comparison of rough to smooth values~the change due to rough-
ness at constant pressure gradient!.

Looking first at the ‘‘real’’ erosion/deposit roughness data, the
APG boundary layer has less roughness-induced momentum defi-
cit ~0.33! and less roughness-induced TKE generation~0.092!
when referenced to the smooth wall APG values than ZPG or FPG
with the same roughness. It would then be expected that this
roughness would have less effect on St for APG than for ZPG or
FPG since St is influenced both by turbulent fluctuations and the
near-wall velocity profile. This is again evidence of a negative
synergy. The opposite is seen for the FPG data, where a positive
synergy is implied~for this roughness panel!. The rough surface
generates 0.099~m4/s3! more streamwise turbulent kinetic energy
(Dq) than a smooth surface at zero pressure gradient, while in an
accelerating flow the rough surface generates 0.146~m4/s3! more
Dq than if the surface were smooth. A physical mechanism for
this observed variation inDq with pressure gradient may be the
stretching of turbulent eddies generated from roughness elements
in the boundary layer. The thinner favorable pressure gradient
boundary layer has a steeper mean velocity gradient which will
increase the transfer of mean kinetic energy to turbulent kinetic
energy via the vortex stretching mechanism. The opposite would
be true for the adverse pressure gradient case. Also, in terms of the
k1 regimes established by Schlichting@10#, the favorable pressure
gradient flow~with highercf at constant Rex) increases thek1 of
a given roughness, possibly moving it from aerodynamically
smooth (k1,5) to transitionally rough or even to fully rough
(k1.60). Incidentally, the smooth case in the present study
shows the same drop in streamwise turbulent kinetic energy gen-
eration (Dq) with favorable pressure gradient that was reported
by Moretti and Kays@22# for a smooth wall.

Turning attention to the simulated roughness panel, we note
that despite the matched roughness statistics for the two panels,
the effect of pressure gradient is markedly different. The range of
momentum thickness increase is not as broad and the increased
turbulent kinetic energy generation with FPG is significantly less
than for the ‘‘real’’ roughness counterpart. This underscores the
finding from @3# that statistically ‘‘equivalent’’ ordered roughness
surfaces may be tuned to match thecf of ‘‘real’’ roughness, but
they will not necessarily match the St~generally yielding a higher
St!. The explanation offered in@3# for this shortcoming was that
the lower St of ‘‘real’’ roughness may be due to the range and

random distribution of roughness scales in the ‘‘real’’ case. Shed
vorticity from the larger roughness elements may be disrupted
downstream by smaller elements and rendered less effective at
augmenting heat transfer. This was the finding with no pressure
gradient. The present data adds to this finding by showing that the
two statistically equivalent surfaces do not respond to FPG simi-
larly. The simulated roughness model already elicits a more el-
evated heat transfer augmentation without pressure gradient. Thus,
when a favorable pressure gradient is imposed, the simulated
roughness model does not have as much room to enhance St as the
‘‘real’’ roughness model.

Nuances such as these are missed by equivalent sandgrain type
empirical roughness correlations. Likewise, CFD applications that
adjust the van Driest damping in the turbulence closure relation to
account for roughness effects are also limited in this regard. By
contrast, the discrete-element method considers the particular
roughness geometry of each surface, assessing the individual con-
tributions to cf and St of each roughness element. As reported in
@17#, the BLACOMP code was able to matchcf within 7% and St
within 16% for a range of real and simulated roughness panels.
For this study, the same code was exercised for three of the panels
from the experimental study~smooth, fuel deposits, and erosion/
deposits! at three pressure gradients. The experimentalUe(x) dis-
tribution was input along with the intuitively basedTe2Tw(x)
distribution discussed previously~Fig. 4!. The results for these
three surfaces are compared with the experimental St data inFig.
11. As expected from the data inTable 2, the smooth St values
match within 5%. For zero pressure gradient, the computed St
values for the two rough panels are an average of 12% higher than
the measured values. This discrepancy aside, the effect of pressure
gradient for a given roughness panel is quite well matched. The
difference in computed St from FPG to APG for the two rough
surfaces is 23% of the ZPG St value. For the experimental St
measurements, this same difference is 28% of the ZPG St value.
While there are still areas for improvement, this level of agree-
ment in heat transfer calculations with roughness is significant.
Clearly, the capabilities of the discrete-element method make it a
formidable prediction tool for ‘‘real’’ roughness.

Summary and Conclusions
Heat transfer measurements have been made on roughness pan-

els in a low-speed wind tunnel at three different pressure gradi-
ents. The roughness panels are scaled models of actual turbine
surfaces rather than the traditional simulated roughness using sand
or ordered arrays of cones or spherical segments. Based on the
findings, the following conclusions are made:

1. For a smooth-wall turbulent boundary layer, favorable pres-

Table 3 Boundary layer parameter variation across test pan-
els

Surface PG

Du5uTE2
uLE

~mm!

Du rough2
Dusmooth

~mm!

Dq5qTE2
qLE

~m4/s3!

Dqrough2
Dqsmooth
~m4/s3!

Smooth FPG 0.11 0.021
Smooth ZPG 0.75 0.036
Smooth APG 2.14 0.071
Ero/dep FPG 1.17 1.07 0.167 0.146
Ero/dep ZPG 1.4 0.65 0.135 0.099
Ero/dep APG 2.47 0.33 0.163 0.092
Simulated FPG 0.97 0.87 0.112 0.091
Simulated ZPG 1.41 0.66 0.124 0.088
Simulated APG 2.58 0.45 0.154 0.083

Fig. 11 Comparison of experimental St data with discrete-
element method prediction for three panels and three pressure
gradients. „RexÄ9Ã105

….
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sure gradient increases St for the same Rex compared to no
pressure gradient. Adverse pressure gradient has the oppo-
site effect.

2. Heat transfer is less sensitive to pressure gradient variations
than skin friction for a smooth wall turbulent boundary
layer. This phenomenon results in a variable Reynolds anal-
ogy with pressure gradient.

3. Combined roughness and pressure gradient have negative
~for APG! and positive~for FPG! synergies on heat transfer.
Adding the measured effects of roughness alone and adverse
pressure gradient alone on heat transfer to arrive at an esti-
mate for St when both are present would overpredict the
actual St by 10% on average. Conversely for FPG, this ad-
ditive estimate would underpredict the St by 8%. Synergies
are less pronounced when the St data are compared to com-
pound estimates.

4. A simulated roughness panel with matched roughness statis-
tics to a ‘‘real’’ roughness test model does not show the same
heat transfer or boundary layer behavior.

5. A discrete-element method CFD computation is able to cap-
ture the variation in St with pressure gradient for three dif-
ferent roughness panels.
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Nomenclature

APG5 adverse pressure gradient
FPG 5 favorable pressure gradient

K 5 acceleration parameter,n(dUe /dx)/Ue
2

Prt 5 turbulent Prandtl number
Ra 5 centerline average roughness
Rex 5 Reynolds number (Uex/n)
Rt 5 maximum peak to valley roughness
Rz 5 average peak to valley roughness

S 5 surface area of sample without roughness
Sw 5 wetted surface area of sample with roughness
St 5 Stanton Number,h/(rcpUe)
T 5 temperature~°C!
U 5 mean velocity~m/s!

ZPG 5 zero pressure gradient
cf 5 skin friction coefficient,tw /(0.5rUe

2)
cp 5 specific heat at constant pressure
h 5 convective heat transfer coefficient
k 5 average roughness height ('Rz)

k1 5 kut /n
q 5 streamwise flux of boundary layer streamwise turbu-

lent kinetic energy
u8 5 fluctuating velocity~rms!

ut 5 friction or shear velocityAtw /r
x 5 streamwise distance from tunnel leading edge
y 5 surface normal distance
D 5 change in quantity from trailing to leading edge of

panels
a 5 airfoil angle of attack

a rms 5 rms deviation of surface slope angles
b 5 Clauser’s equilibrium parameter,

b522dd~dUe/dx!/~cfUe)
d 5 boundary layer thickness

dd 5 boundary layer displacement thickness
n 5 kinematic viscosity
u 5 boundary layer momentum thickness
r 5 density

tw 5 wall shear

Subscripts

e 5 freestream~boundary layer edge! value
o 5 smooth plate reference

PG 5 pressure gradient only
R 5 roughness only

RPG 5 roughness and pressure gradient
rough 5 rough wall value

smooth5 smooth wall value at the same pressure gradient
w 5 surface value
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Vortex Transport and Blade
Interactions in High Pressure
Turbines
This paper presents a study of the three-dimensional flow field within the blade rows of a
high-pressure axial flow steam turbine stage. Half-delta wings were fixed to a rotating hub
to simulate an upstream rotor passage vortex. The flow field is investigated in a low-speed
research turbine using pneumatic and hot-wire probes downstream of the blade row. The
paper examines the impact of the delta wing vortex transport on the performance of the
downstream blade row. Steady and unsteady numerical simulations were performed using
structured three-dimensional Navier-Stokes solver to further understand the flow field.
The loss measurements at the exit of the stator blade showed an increase in stagnation
pressure loss due to the delta wing vortex transport. The increase in loss was 21% of the
datum stator loss, demonstrating the importance of this vortex interaction. The transport
of the stator viscous flow through the rotor blade row is also described. The rotor exit flow
was affected by the interaction between the enhanced stator passage vortex and the rotor
blade row. Flow underturning near the hub and overturning towards the midspan was
observed, contrary to the classical model of overturning near the hub and underturning
towards the midspan. The unsteady numerical simulation results were further analyzed to
identify the entropy producing regions in the unsteady flow field.
@DOI: 10.1115/1.1773849#

1 Introduction

The most significant contribution to the unsteadiness in a tur-
bine is due to the periodic chopping of the wake~Hodson@1#! and
secondary flow vortices from the upstream blade row by the
downstream blade row~Chaluvadi et al.@2,3#, Sharma et al.@4#,
Boletis and Sieverding@5#, Walraevens et al.@6#, and Ristic et al.
@7#!. As modern engine design philosophy places emphasis on
higher blade loading and smaller engine length, the effects of
these interactions become even more important. For a turbine with
a low aspect ratio and high blade turning angle, secondary flow
interactions could become more important than those due to
wakes. Sharma et al.@4,8# showed that the interaction of the first
rotor secondary flows with the succeeding second stator blade row
appears to dominate the flow field. All the earlier studies were
conducted in a stage environment wherein various forms of sec-
ondary flows~blade wake, hub and casing secondary flow and tip
leakage flow! occur simultaneously in the blade row. This makes
it difficult to isolate the cause and effect of a particular secondary
flow interaction with the downstream blade row.

Chaluvadi et al.@9# demonstrated the use of half-delta wings
for simulating the passage vortices of a rotor in a turbine. The
same concept was used in the scope of the present paper too,
where the interaction of these well-known vortices shed from the
half-delta wings, with the downstream blade row is investigated.
This paper also examines the impact of upstream streamwise vor-
tices on the performance of the downstream blade row. The study
focuses on understanding of the transport mechanism and the un-
steady mixing process of the passage vortices inside the down-
stream blade row. These objectives are met through a comprehen-
sive experimental investigation and numerical simulation
program.

2 Experimental and Numerical Approach

2.1 Test Rig and Instrumentation. The present work has
been carried out in a subsonic large-scale, axial flow high-pressure
turbine with a casing diameter of 1.524 m and a hub-tip ratio of
0.8. Hodson@1# and Chaluvadi@10# described the test facility in
detail. Figure 1 shows the schematic diagram of the test facility
and the planes of measurement. The large scale of the rig makes it
possible to measure the flow field inside the blade passage, up-
stream and downstream of the blade rows. Trip wires of 1.2 mm
diameter were used to ensure that the boundary layers at the hub
(d* /h50.008, H51.31) and the casing (d* /h50.0077, H
51.30) are turbulent at the inlet to the delta wing row. These are
located at two stator axial chords upstream of the delta wing row.
Further details of the turbine and the design condition of the test
rig are given in Table 1. Figure 2~a! presents the three-
dimensional solid model of the rig showing the delta wing row,
the stator row and the rotor row with shroud arrangement.Figures
2„b! and2„c! show the stator vane and rotor blades, respectively.

Half-delta wings were fixed to the rotating hub of a single-stage
low-speed rotating turbine upstream of the stator blade row. The
relative air angle at the inlet to the delta wing row varies from 74
deg at the hub to 70 deg at the tip. The delta wings were fixed to
the hub at 85 deg to the axial direction to maintain an incidence
angle of 10 deg to represent a typical rotor passage vortex~Chalu-
vadi et al.@9#!. Initial experiments with 42 delta wings~equal to
the number of rotor blades! upstream of the stator were not suc-
cessful. This was due to the large amount of blockage created
by the delta wings as they have a stagger angle of 85 deg. After
several trials, it was decided to use 21 delta wings instead of
42, resulting in less mass flow blockage and associated flow
distortion.

A Scanivalve system with integral pressure transducer is fitted
to the rotor. Slip rings transfer power to and signals from the rotor
mounted instruments. The rotor is designed to accommodate a
three-axis relative frame traverse system in order to measure the
flow field within and at the exit of the rotor. Area traverses were
carried out downstream of the blade rows using a five-hole probe.
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The five-hole probe has a diameter of 2.05 mm with cone semi-
angle of 45 deg and side pressure holes drilled perpendicular to
the side of the cone. In all of the measurements, the probes were
small relative to the blade having diameters of less than 1.5% of
the blade pitch. The axes of the probes were aligned parallel to the
mean flow direction in order to minimize the errors.

The probe calibration was performed over630 deg yaw and
630 deg pitch in a low speed calibration tunnel at the typical
velocities encountered in the area traverses downstream of the
blade row. Calibration coefficients were chosen to give good reso-
lution over most of the calibrated range. The traversing was
achieved using a computer-controlled stepper motor system. The
probes were traversed radially from hub to tip in 26 steps and
circumferentially over one pitch in 45 steps. Fine data grid reso-
lution was used in the region of large gradients of total pressure
such as the blade wake and secondary flows.

2.2 Hot Wire Anemometry. The development of the delta
wing flow inside the stator and rotor blade passage was investi-
gated using a miniature three-axis hot wire probe. The probe had
a measurement volume of 2 mm in diameter and is made up of
three different single-axis inclined sensors arranged perpendicular
to each other as shown inFig. 3. Due to the length-diameter ratio

of the hot wire sensors (;200), it was not appropriate to use the
‘‘cosine law’’ or its modifications to represent the response of the
sensors at different angles of attack~Champagne et al.@11#!. For
this reason, a technique similar to that used for calibrating a five-
hole pneumatic probe was developed. The technique relies on the
interpolation of the data contained in a look-up table. A fixed, low
turbulence, constant velocity jet was used for probe calibration in
a low speed calibration tunnel. The probe angular response was
calibrated by varying the yaw, pitch angles of the probe (630
deg! with respect to the calibration jet. Two nondimensional co-
efficients, derived from the apparent velocities indicated by the
three sensors were used as coordinates for the table. The nondi-
mensional calibration constants were selected to give good reso-
lution over the calibration range and have been checked for
uniqueness for the calibration function.

Each anemometer output signal was recorded at a logging fre-
quency of 5.2 KHz using a computer controlled 12-bit transient-
capture system. All the measured voltages were converted to ve-
locities before the determination of the statistical quantities. The
acquisition of the data was triggered using a once-per-revolution
signal. For the phase locked data measurements, 48 samples were
recorded in the time taken for the rotor to move past three stator
pitches. The data was ensembled over 200 revolutions and about
300 points~17 points pitchwise, 19 points radially!, were taken
within the area traverse.

Fig. 1 Schematic diagram of the test configuration

Fig. 2 „a… Large-scale rotating delta wing in the turbine rig, „b…
stator vane, „c… rotor blade

Fig. 3 Schematic of the three-axis hot-wire probe

Table 1 Turbine geometry and test conditions

Stator Rotor

Flow coefficient (Vx1 /Um) 0.35
Stage loading (Dh0 /Um

2 ) 1.20
Stage reaction 0.5
Midspan upstream axial gap~mm! 41.2
Hub-tip radius ratio 0.8 0.8
Number of blades 36 42
Mean radius~m! 0.6858 0.6858
Rotational speed~rpm! 550
Midspan chord~mm! 142.5 114.5
Midspan pitch-chord ratio 0.84 0.896
Aspect ratio 1.07 1.33
Radial shroud clearance~mm! 1.0
Inlet axial velocity~m/s! 13.85
Midspan inlet angle~from axial! 0.0 deg 13.46 deg
Midspan exit angle~from axial! 71.03 deg 270.86 deg
Chord based reynolds number 5.243105 4.123105

Inlet absolute Mach number 0.038
Exit absolute Mach number 0.13
Inlet freestream turbulence 0.25%
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2.3 Numerical Approach. The numerical simulations dis-
cussed in this paper were performed with a steady Navier-Stokes
solver ‘‘MULTIP99’’ and time-accurate Navier-Stokes solver
‘‘UNSTREST’’ of Denton @12–14#. These codes solve the three-
dimensional modified Reynolds averaged Navier-Stokes equations
on a structured, nonadaptive mesh. The equations of motion are
discretized to second-order accuracy and integrated forward in
time. A mixing length model with wall function is used for mod-
elling the turbulence in the flow. For the steady-state calculations,
a full multigrid method and local time stepping are used to accel-
erate the convergence. A sliding interface plane between the blade
rows allows properties to pass from one blade row to another. The
calculation is taken to be converged after a periodic solution is
obtained in one blade passing period.

A grid of 613111345 for the delta wing, 61392345 points
for the stator and 613105345 points for the rotor has been em-
ployed in these numerical simulations in the pitchwise, stream-
wise and spanwise directions, respectively. Grid expansion ratios
of 1.3 near the endwalls and 1.2 near the blade surfaces were used
in these computations. A total of nine cells have been employed
inside the end-wall boundary layer thickness (;4% blade span!
to represent the vorticity accurately at the inlet to the stator blade
row. Unless otherwise indicated, all the experiments and compu-
tations have been carried out at the design operating condition.

3 Results and Discussion

3.1 Delta Wing Exit Flow. Measurements were carried out
at the exit planes of the delta wing row, the stator row and the
rotor blade row. As there was no access for rotating traverse gear
at the measurement location behind the delta wing, relative frame
traverses were not carried out. Instead, radial and area traverses
were carried out in the absolute frame of reference with a five-
hole probe to quantify the loss generated due to the delta wing
vortex. The losses measured thus include the effect of potential
interaction of the stator vane downstream of the delta wing.

The unsteady velocity field downstream of the delta wing trail-
ing edge was measured using a single slant hot-wire technique
described by Kuroumaru et al.@15# and developed by Goto@16#.
Figure 4 presents the secondary velocity vectors at the exit of the
delta wing measured using a single slant hot-wire~23% of stator
Cx before the stator leading edge, plane 0! at one circumferential
location. The time variation of the measured velocity is expressed
as a fraction of the rotor blade-passing period. The secondary
velocity vector is defined as the difference between the local ve-
locity vector and the average velocity vector at that spanwise di-
rection throughout the paper. The delta wing vortex can be iden-
tified from 5% to 25% of blade span with a center at 17% span
and rotating in the counterclockwise direction. A comparison be-
tween the vortex generated by the half-delta wing and a typical

rotor passage vortex~in size, velocity deficit and vorticity! indi-
cate that the delta wing vortex is a good simulation of a rotor
passage vortex at the hub~Chaluvadi et al.@9#!.

3.2 Stator Exit Flow. The flow field at the exit of the stator
is investigated with the help of measurements at plane 1, located
at 8.4% of statorCx downstream of the stator trailing edge in the
absolute frame of reference. The results are compared between
two test configurations.

3.2.1 Datum Configuration. In this configuration, the half-
delta wings were not fixed in front of the stator row; instead it had
a rotating end-wall. This configuration is referred to as the datum
configuration.Figure 5~a! presents the contours of stagnation
pressure loss coefficient (Y). The loss regions due to the blade
wake can be identified in the middle of the plot. In addition to
blade wake, there is a loss core near the casing and the hub from
the end-wall secondary flow.

3.2.2 Delta Wing Configuration. In this configuration, half-
delta wings were fixed to the rotating end-wall upstream of the
stator row.Figure 5~b! presents the contours of stagnation pres-
sure loss coefficient (Y) at the exit of stator row. The axial loca-
tion and the contour intervals are the same asFig. 5~a!. After
comparing theFig. 5~b! with Fig. 5~a!, it can be observed that the
stator wake is stronger in the delta wing configuration than the
datum configuration. The loss core near the hub is larger in size
and higher in loss. It occupies almost 60% of the stator pitch. This
is due to the hub passage vortex. Also another region of loss
~region A! near the pressure surface can be observed.

Figure 5~c! presents the contours of the predicted stagnation
pressure loss coefficient (Y) from the steady numerical simula-
tions. It can be observed that the loss contours agree well with the
measurements except near the region corresponding to the hub
passage vortex. In computations, the loss core corresponding to
the hub passage vortex can be observed at a higher radial location
of 30% blade span instead of 10% blade span from the measure-
ments. The size and the strength of the loss core are also much
larger than the measurements indicating that the steady computa-
tions did not accurately predict the stator flow. The flow at this
location is a combination of the interaction between the delta wing
vortex and the stator blade row.

Figure 5~d! presents the phase averaged time mean turbulence
intensity (Tu) measured using a three axis hot-wire. It can be
observed that the turbulence intensity contours are in good agree-
ment with the loss coefficient contours at various viscous regions
in the flow like the blade wake and the passage vortices. The
maximum turbulence intensities of 11.7% can be seen in the cen-
ter of the vortex as compared to around 8% in the center of the
wake and 1.8% in the freestream regions. The passage vortex
region near the casing has lower turbulence intensity levels of 8%
compared to the hub region. The turbulence intensity on the pres-
sure side of the blade~region A! is around 4% and coincides with
the loss region as noticed inFig. 5~b!.

Figure 6 gives the comparisons of the pitch-wise average of the
stagnation pressure loss coefficient for the datum and delta-wing
configurations. The loss coefficient (Y) is derived using the mass
averaged primitive variables in the pitchwise direction throughout
the paper. The reference stagnation pressure for both of the mea-
surements is the mean stagnation pressure measured at the inlet of
the rig at mid radius location. The loss behind the stator for ‘‘delta
wing’’ configuration includes the loss and work exchange from the
delta wings. The loss coefficient corresponding to the passage
vortex at the hub increased to 0.054 for the datum configuration
and can be observed at 15% span. A larger increase in loss coef-
ficient to 0.11 for the delta wing configuration is observed at 15%
span. Some of this loss is due to the delta wing vortex and some
due to the interaction between the delta wing vortex and the stator
blade row as shown below. After 30% blade span no difference
between the two configurations can be observed.

The measured stagnation pressure loss behind the airfoil row

Fig. 4 Secondary velocity vectors at delta-wing exit „plane 0 …
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and the associated mixing losses are mass weighted and integrated
over the measurement area. The ‘‘mixed-out’’ losses were ob-
tained by using control volume method mixing the non-uniform
pressures to a uniform static pressure distribution far downstream
of the measurement plane.Table 2 presents the area-integrated

values of loss coefficient for the two test cases. The uncertainty
analysis has been carried out for the measurement system using
the method of Arts et al.@17#. The uncertainty in measuring ve-
locity is 60.128 m/sec, for the flow density is60.002 kg/m3, for
the mass flow rate is60.108 kg/sec. Similarly, the uncertainty
associated with the measurement of loss coefficient in the station-
ary frame of measurements can be calculated as60.0015.Table 2
shows the integrated loss coefficient behind the stator for the da-
tum case is 0.0246, while the loss coefficient for the delta wing
configuration is 0.0375. The integrated loss coefficient measured
behind the delta wing is 0.0077, which is 31.3% of the datum loss.
The delta wing loss includes the mixing loss associated with the
vortex in a constant volume. The difference in loss between the
delta wing and the datum test configuration can be evaluated as
52.4% of the datum stator loss. After considering the contribution
of the loss from delta wing~31.3%!, the additional loss generated
in the stator is 0.0052 or 21.1% with an error of66.1% of the
datum stator loss. Hence, this additional loss can be due to the
interaction between the delta wing vortex and the downstream
stator blade. These results show that the additional loss generated
in the stator blade is significant.

Another parameter, which characterises the flow, is the yaw
angle.Figure 7~a! presents the contours of the absolute yaw angle
from five-hole probe measurements. The flow overturning caused
by the strong hub secondary flow at suction side corner can be
observed, so is the flow overturning near the casing. The overturn-
ing near the hub can be seen up to 10% blade span while the flow
underturning can be observed from 10% to 25% of blade span.
This whole region corresponds to the loss core as presented in
Fig. 5~b! and associated with the hub passage vortex.

Figure 7~b! presents the secondary velocity vectors calculated
from the measured data. Near the hub, a strong secondary flow
pattern occupying almost 20% blade span can be identified. The
casing secondary flow is weaker than the hub and occupies up to
20% blade span from casing. Another vortical flow is also ob-
served near region ‘‘A’’ rotating opposite in direction to the hub
secondary flow at 20% blade span. It is the same region ‘‘A’’
observed inFig. 5~b! and associated with a loss core on the pres-

Fig. 5 Flow field at stator exit „8.7% Cx downstream of stator
TE, plane 1 …; „a… Y contours for datum configuration, „b… Y
contours for D-wing configuration, „c… Y contours from steady
simulations with D-wings, „d… average turbulence intensity con-
tours with D-wings

Fig. 6 Pitchwise averaged spanwise variations of Y stator exit
„plane 1 …

Table 2 Area integrated loss at stator exit „Plane 1 …

Datum D-Wing

Delta wing exit Ymeasured - 0.0077
% of datum - 31.3

Stator exit Ymeasured 0.0246 0.0375
% of datum 100.0 152.4

Additional loss Total - 52.4
~% of datum! D-wing

loss due to
- 31.3

vortex transport - 21.1
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sure side of the stator. This vortical flow is further discussed in
Section 3.3 with the help of the unsteady measurements.

Figure 8 presents the pitch-wise averages of the measured yaw
angle data for the two test configurations. The flow overturning
near the hub region and underturning towards the midspan, indi-
cating a classical vortex pattern, can be observed at around 10%
blade height for the datum test configuration. The yaw angle
variation is larger for the delta wing configuration indicating in-
creased strength of the passage vortex compared with the datum
test configuration. At all other locations from 40% blade span to
casing there is little or no variation in the flow angle between the

two configurations. This indicates that above 30% span, there is
no influence of delta wing vortex on the yaw angle of the stator
exit flow.

3.3 Unsteady Stator Exit Flow Field. It has been shown in
the previous section that there is a difference between the steady
numerical predictions and the measurements indicating the effect
of unsteadiness on the stator flow field. This unsteadiness arises
due to the relative motion between the delta wing vortex and the
stator row. Extensive time resolved data has been obtained down-
stream of the stator~plane 1, 8.4% of statorCx downstream of
stator trailing edge! using a three-axis hot-wire probe in an abso-
lute frame of reference. This measurement plane is selected at the
same location as that of the five-hole probe measurement plane for
easy comparison. One appearance of the delta wing vortex behind
the stator can be expected over two rotor blade passing periods.

Figure 9 presents the contours of the instantaneous turbulence
intensity (Tu) in two rotor-passing periods. The stator wake, the
hub and the casing passage vortices can be identified by the high-
turbulence intensity regions, as marked in the figure. The maxi-
mum turbulence intensities correspond to the passage vortex at the
hub and in the intersection between the wake and the vortex. The
turbulence levels are as high as 11.7% in the center of hub passage
vortex compared to 7% in the center of the wake. It can be ob-
served that in the regions corresponding to hub passage vortex,
the turbulence intensity varies with time during the two-rotor
wake passing periods. This region has a minimum value of 9.9%
at time t/t50.750 and a maximum value of 11.7% at timet/t
51.50, wheret is defined as time taken by the one rotor blade to
travel through the stator pitch. The turbulence intensity corre-
sponding to region A ofFig. 5~b! is observed to vary from 1.8%
(t/t50.0) to 5.3% (t/t50.75) in one wake passing period indi-
cating the periodic nature of this region. After considering the
secondary velocity vector plots~Fig. 7~b!!, loss measurements
~Fig. 5~b!!, it can be concluded that this structure may be due to
the pressure leg of the delta-wing vortex.

The structure of the stator secondary flow near the suction sur-
face is similar at all instants of time with little variations from one
time instant to another. The turbulence intensity results combined
with the yaw and pitch angle data~not presented in this paper!
suggests that the delta-wing vortex has mixed with the stator pas-
sage vortex at the hub, hence cannot be identified as a separate
entity. Nevertheless, the presence of the delta-wing vortex inside
this region is confirmed using frequency spectrum data presented
in Section 3.5.

3.4 Unsteady Numerical Simulations. Unsteady numerical
simulations were carried out with a three-dimensional multistage
solver ‘‘UNSTREST.’’ Denton@18# illustrates that the accurate
measure of loss in a flow is entropy. Entropy is a particularly
convenient measure because, unlike stagnation pressure, stagna-
tion enthalpy or the kinetic energy, its value does not depend upon
the frame of reference. The numerical results are discussed by
analysing the entropy function contours in quasi-orthogonal
planes at various time instants over one vortex passing period. The
entropy function is defined ase(2Ds/R). For a cascade with uni-
form inlet flow, this function reduces to the stagnation pressure
recovery coefficient (P02/P01). The reference stagnation pressure
is taken as the midpassage inlet stagnation pressure at the blade
midspan location. A value of 1.0 for the entropy function corre-
sponds to the flow with no losses and any value less than 1.0
represents a loss.

Figure 10 presents the entropy function contours at 8.4% stator
Cx distance downstream of the stator trailing edge over two rotor
passing periods. This plane is at the same location as that of the
measurement plane for the ‘‘delta wing’’ test case as discussed in
Section 3.2.2. At time,t/t50.0, the secondary flow near the stator
hub is significant and covers up to 50% of the passage width. A
variation in the magnitude of the hub secondary flow can be ob-

Fig. 7 Flow field at stator exit „plane 1 …; „a… yaw angle, „b…
secondary velocity vectors

Fig. 8 Pitchwise averaged spanwise variations of yaw angle at
stator exit „plane 1 …

Journal of Turbomachinery JULY 2004, Vol. 126 Õ 399

Downloaded 31 May 2010 to 171.66.16.21. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



served with a maximum size of the secondary flow at timet/t
51.6. At this axial plane, the delta wing vortex can no longer be
distinguished from the rest of the flow.

This is in agreement with the measurements carried out at the
same location with a three-axis hot-wire and shown inFig. 9.
These results indicate that the stator viscous flow variation with
the rotor-passing period is not substantial. A comparison of the
contours of measured turbulence intensity inFig. 9 and the
present unsteady predictions indicate the similar stator hub sec-
ondary flow. The stator hub passage vortex can not be observed as
a loss core in the middle of the blade passage in numerical simu-
lations, instead, it is attached to the stator blade wake. The dis-
crepancy between the turbulence intensity measurements and the
predicted entropy function contours may be due to the type of
mixing model used in the present numerical simulation. Neverthe-
less, the unsteady numerical simulations were in good agreement
in predicting the location and size of the stator passage vortex at
the hub.

Figure 11 shows the results at 10% rotor axial chord upstream
of the rotor leading edge over one stator blade-passing period,
wheret is defined as time taken by the one rotor blade to travel

through the stator pitch. This plane is 25.2%Cx downstream of
the stator trailing edge. Measurements are not available at this
axial location to compare the computational results. The stator
blade wakes can be identified by the contours of lower entropy
function in the middle of the passage. In addition to the stator
wakes, the loss cores can be observed corresponding to the stator
hub and casing passage vortices inFig. 11~a!. At time t/t50.4,
the secondary flow near the hub has increased and also at the
casing. At this instant in time~Fig. 11~b!!, the wake is restricted to
the middle of the blade for about 15% blade span, while the sec-
ondary flow at the hub and the casing occupied rest of the blade
span. The hub secondary flow can be observed for about 75–80%
blade pitch. After another 40% of vortex passing period att/t
50.8, the magnitudes of the entropy function corresponding to the
stator flow has reduced to lower levels.

The variation in the stator flow restricted to the hub secondary
flow. The time varying flow field presented inFig. 11 shows oth-
erwise, a large variation in the incoming stator flow to the rotor
row. The axial plane is very close to the rotor leading edge~10%
Cx upstream of the rotor leading edge!. This suggests that this
variation in the stator flow may be due to the potential field of the

Fig. 9 Unsteady Tu contours at stator exit „plane 1 …

Fig. 10 Computed contours of entropy function at stator exit „8.4% Cx downstream of the stator TE…

Fig. 11 Computed contours of the entropy function at rotor inlet in one stator wake passing period „25.2% Cx downstream of
stator TEÕ10% upstream of rotor LE …
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rotor. It can also be due to the passage vortex interaction of the
stator with the rotor leading edge, which results in the turbulence
generation as suggested by Binder et al.@19#. This phenom-
enon has to be further investigated either numerically or by
measurements.

3.5 Spectral Analysis at Stator Exit. Spectral analyses
have been carried out at the measurement location~plane 1! by
recording the velocity from the three wires of three-axis hot-wire
probe over a long period of time. The data has been sampled at
various important locations in the area traverse such as the centres
of the wake, hub and casing passage vortices and in the free
stream. The data are logged at a frequency of 10 KHz to capture
all the frequency ranges of interest. The spectral analysis was
carried out using a fast Fourier transformation~FFT! of the tan-
gential velocity data. The spectral analysis of the axial and radial
components of the velocity also resulted in similar conclusions
and hence only the tangential velocity data~this component being
dominant in the total velocity! is presented here.

Figure 12~a! presents the results from the spectral analysis for
the datum test configuration at 8.4%Cx downstream of the stator
trailing edge~plane 1! inside the stator passage vortex near the
hub. No predominant frequencies can be observed at this location.
It is observed that the power spectral density~psd! at the main
frequencies is reduced inside the viscous regions. It is worth not-
ing at this point that the number of half-delta wings is half of the
blade number resulting to a passing frequency exactly half of the
blade passing frequency, which is also a subharmonic of the blade
passing frequency.Figure 12~b! presents the spectrum acquired
behind the stator for the ‘‘delta wing’’ test configuration. The
spectrum in the center of the hub passage vortex is different when
compared toFig. 12~a!. There are two dominant frequencies at
this location. One is 193 Hz and the other is at 391 Hz. These
frequencies correspond to the delta wing and the rotor passing
frequencies, respectively. This suggests that the delta wing vortex
is responsible for the dominance at these frequencies. This also
indicates that the vortex near the hub is a result of the combination
of the stator hub passage vortex and the upstream delta-wing
vortex.

3.6 Rotor Exit Flow. The flow field at the rotor exit is dis-
cussed with the help of measurements at the measurement plane 3

which is located 10% of rotorCx distance downstream of the rotor
trailing edge, in the relative frame of reference.Figure 13~a! pre-
sents the contours of the relative stagnation pressure loss coeffi-
cient at plane 3 for the datum configuration. The data obtained
from five radially disposed rotor leading edge Pitot tubes have
been interpolated to provide reference stagnation pressure for the
traverse data at each radius. The rotor wake can be identified with
the high loss region with a loss of 0.27 in the middle of the blade

Fig. 12 Power spectral density inside the stator hub passage
vortex; „a… datum configuration, „b… delta-wing configuration

Fig. 13 Flow field at rotor exit „10% Cx downstream of rotor
TE, plane 3 …; „a… Y contours for datum configuration, „b… Y
contours for delta wing configuration, „c… TU contours for
delta-wing configuration
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passage. The loss cores corresponding to the secondary flows at
the hub (Ymax50.39) and the casing (Ymax50.3) and correspond-
ing to the leakage flow (Ymax50.33) can also be observed. An-
other loss core can be identified on the pressure side of the blade
at 35% span~region 1,Ymax50.09).

It has been shown in Section 3.2 that the interaction between
the delta-wing vortex and the stator blade row resulted in a strong
stator passage vortex at the hub. It occupied almost 60 to 75% of
the blade pitch and up to 20% of the blade height. This strong
stator passage vortex interacts with the downstream rotor blade
and generates a complex flow field in the rotor blade row. The
flow field at the rotor exit for the delta wing configuration is
discussed with the help of measurements at plane 3, same axial
location as that of the datum configuration inFig. 13~a!. Figure
13~b! presents the contours of relative stagnation pressure loss
coefficient (Y) from five-hole probe measurements. The rotor
wake can be identified as a thin loss region in the center of the
area traverse. The loss core corresponding to the hub and the
casing secondary flow and shroud leakage flow are found at 12%,
73% and 95% blade span, respectively. In addition to these fea-
tures, another loss core can be identified to the right of the hub
secondary flow occupying the entire blade pitch~region A! and on
the pressure side of the blade near casing region and denoted by
B.

A comparison of the contours of the loss coefficient between
the datum configuration case inFig. 13~a! and the delta wing
configuration case inFig. 13~b! indicate that the rotor flow field is
very similar including the magnitude of loss. The loss correspond-
ing to the region ‘‘A’’ in Fig. 13~b! is much higher (Ymax50.15)
compared to the datum configuration case inFig. 13~a! ~region 1,
Ymax50.09) indicating the effect of stronger stator hub passage
vortex.

Figure 13~c! presents the contours of the phase averaged time-
mean turbulence intensity (Tu) measured with a three-axis hot-
wire at the same measurement plane. The turbulence intensity in
the center of the wake is 13%, with maximum of 18% in the
center of shroud leakage flow and hub passage vortex. The high
turbulence region near the hub extends from suction side to the
pressure side of the passage, occupying the whole blade pitch. The
location of this region on the pressure side~35% blade span! is
much higher than on the suction side~17% blade span! similar to
the observed for region A inFig. 13~b!. The secondary velocity
vectors~not presented in this paper! at this location~region A!
indicate a vortical structure rotating opposite in direction to the
main hub passage vortex. It has been shown in Chaluvadi et al.
@2,3# that this region is a result of the manifestation of the pressure
leg of the stator hub passage vortex at the exit of the rotor.

The turbulence intensity in the free stream region is higher at
8% compared to the stator exit value of 1.8%. Hence, it can be
said that the rotor freestream turbulence has increased as a result
of the interaction of the stator wake flow with the rotor flow field.
The increase in turbulence intensity is also observed in the center
of the wake~13%! compared to the corresponding stator wake
value of 9%. The overall results of turbulence intensity match well
with the stagnation pressure loss contours from five-hole probe
measurements.

The pitchwise averaged spanwise distributions of the measured
flow for two test cases are presented inFig. 14 at the exit of the
rotor ~plane 3, 10%Cx downstream of the rotor trailing edge!.
Figure 14~a! presents the relative yaw angle distributions for the
two test configurations: datum and delta wing. The classical over-
turning near the hub end-wall and underturning towards the mid-
span is seen in the case of datum configuration with a vortex at
around 17% blade span. An entirely different phenomenon is ob-
served for the delta-wing test case. Large underturning near the
hub region~up to 15% blade span! and overturning towards the
midspan region~from 20% to 40% blade span! can be observed
for the delta wing case. This is similar to the results obtained by
Sharma et al.@4#.

The flow overturning near 30% span corresponds to the loss
core~region A! in Fig. 13~b!. The results from stator exit traverses
show that the passage vortex behind the stator is strong, occupies
the whole stator pitch and has same sense of rotation as a classical
stator passage vortex. The stator passage vortex while transporting
through downstream blade produced an overturned flow at 30%
span while in the ‘‘datum’’ configuration it did not result in over-
turned flow. This indicates that the flow overturning towards the
midspan is due to the interaction of the stator flow with the rotor.
At other spanwise locations, a good agreement between both test
configurations from 90 to 100% blade span can be observed indi-
cating, little or negligible effect of the delta wing vortex transport
on the shroud leakage flow. The difference in yaw angle distribu-
tion from 40 to 90% blade span between the two configurations
also indicate the effect of the stator vortex transport on the rotor
flow field.

The pitchwise averaged variations of the relative stagnation
pressure loss coefficient (Y) are shown inFig. 14~b!. The local
increase in loss is observed corresponding to the secondary flow
regions at the hub and the casing. A difference in magnitudes of
loss between the two test cases is observed from the hub region to
up to 38% blade span. The reduction in loss for the delta wing
case from 20% span to 38% span can be observed and may be
attributed to the reduction in rotor secondary flow in the delta-
wing test case.

The uncertainty associated with the measurement of loss coef-
ficient in the rotating frame of measurements is given as60.002.
The integrated loss coefficient behind the rotor for the datum con-
figuration is 0.0691 and the corresponding value for the delta
wing configuration is 0.0687. This reduction in loss coefficient is
within the uncertainty limits. This loss coefficient data still indi-
cate that the loss has remained constant if not reduced in this
delta-wing case in spite of having a strong incoming stator hub
passage vortex.

3.7 Unsteady Rotor Exit Flow Field. Extensive time re-
solved data has been obtained downstream of the rotor~Plane 3,
10% of rotorCx downstream of rotor trailing edge! using a three
axis hot-wire probe in the relative frame of reference. These data
are used to understand the interaction between hub passage vortex
of the stator with the rotor row. The present ‘‘delta wing’’ test
configuration has 21 delta wings, in comparison with 36 stator
blades and 42 rotor blades. Hence, one appearance of the delta
wing vortex behind the rotor can be expected over two-stator
blade passing periods.

Fig. 14 Pitchwise averaged spanwise variations at rotor exit
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Figure 15 presents the contours of instantaneous turbulence
intensity (Tu) at rotor exit~plane 3! over one stator wake passing
period. The blade wake, hub and casing secondary flow, stator
flow interaction regions can be observed with high turbulence
intensities as shown inFig. 15. The magnitude and size of the
turbulence intensity corresponding to the stator interaction region
~region A! varied periodically with time over one stator wake-
passing period. Region A had a minimum value of 16.8% turbu-
lence intensity at timet/t50.375 ~Fig. 15~b!! and a maximum
value of 20.4% at timet/t50.00 ~Fig. 15~a!!. This region occu-
pied almost the whole of the blade pitch at 25% blade height. A
comparison of the contours of the turbulence intensity between
the datum configuration~not presented in the paper! and the
present case indicated that the rotor flow field is very similar
including the magnitudes of turbulence intensity. A large turbu-
lence intensity core~region A! can be observed in the present test
case covering whole of the rotor blade pitch compared to a much
smaller region in datum case. The radial migration of the turbu-
lence core on the pressure side is at higher radii than on the
suction side of the blade, which is similar to the observed for the
datum case. It has been shown from vortex dynamics by Chalu-
vadi et al.@3# that the stator vortex moves radially downwards on
the suction surface and upward on the pressure surface from the
action of image vortices inside the blade surfaces.

The size and magnitude of turbulence intensity varied little in
the shroud region over one wake passing period. This suggests

that there is a negligible effect of stator vortex transport on the
unsteadiness of shroud leakage flow. Another region B located to
the right of the rotor wake can be observed with higher turbulence
intensity than the surrounding at timet/t50.75~Fig. 15~c!!. This
region moves to the right towards the rotor wake and thickens the
rotor wake width after quarter of stator passing period att/t
50.00 ~Fig. 15~a!!. This periodic variation indicates that this re-
gion may be due to the transport of the stator wake in the rotor
blade. The rotor blade wake can be distinguished from the rest of
the secondary flow from 30% span to 75% span. In these spanwise
locations the turbulence varied very little from 13.2–14.2% in one
wake passing period. Another periodic variation in the turbulence
structure can be observed near region C located to the left of the
shroud leakage flow. This region has maximum turbulence inten-
sity of 13.2% at timet/t50.375 and minimum turbulence inten-
sity 9.6% at timet/t50.75. This may be due to the interaction of
the passage vortex near the stator casing.

3.8 Unsteady Loss From Numerical Simulations. The
steady and unsteady numerical simulations have been carried out
with identical grids and solved using identical numerical schemes,
mixing lengths, relaxation parameters, and boundary conditions.
The steady and unsteady predicted flow fields were investigated to
determine the contribution of the unsteady flow to the stage loss.
Figure 16 presents the variations of the mass flow averaged en-
tropy function with meridional distance for the steady and the

Fig. 15 Unsteady Tu contours at rotor exit „plane 3 …

Fig. 16 Comparison of the steady and unsteady numerical simulations: entropy function
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unsteady calculations. The variations of the entropy function for
unsteady simulations were plotted at three time instants over a
delta wing passing period. The locations of the interface planes,
the leading and the trailing edges of the blade rows were marked.
At any meridional location, the deviation of the entropy function
from the value of 1.0 gives the cumulative loss generated up to
that location.

It can be observed inFig. 16 that up to the first 72 mm of the
meridional distance there is little variation in entropy function
values between the steady and unsteady simulations and the mag-
nitude is very close to 1.0. This indicates little or no additional
loss generation until the leading edge of the delta wing. From the
leading edge of the delta wing, the values of the entropy function
start to reduce representing the loss generation from the develop-
ment of the delta wing vortex. The reduction in entropy function
continues until the delta wing row interface plane at 92 mm. After
the trailing edge of the delta wing, the loss generation is from the
mixing of the delta wing vortex with the surrounding flow. At the
mixing plane behind the delta wing row the sudden decrease in
the entropy function value for steady calculations can be observed
due to the instantaneous mixing process being employed. For the
unsteady calculations, the entropy function continues to reduce
with meridional distance without any steep variations across the
interface plane. The difference in entropy function between the
two simulations at any axial location after the delta wing interface
plane is considered to be due to the loss generated from unsteady
flow.

It can be observed that after the delta wing interface plane~Fig.
16! until the stator mid-chord location, the value of the entropy
function for unsteady simulations is higher than the steady simu-
lations indicating lower losses from the unsteady calculations. The
higher loss for the steady calculations is due to the instantaneous
mixing of the delta wing vortex at the interface plane rather than
mixing in the downstream blade row. Towards the end of the
stator blade, the entropy function for the unsteady simulations is
lower than the steady case indicating higher loss. The increase in
loss is due to the interaction of the delta wing vortex with the
stator blade. The difference between the steady and time average
unsteady computations at the stator interface plane is 0.23% in
efficiency while the total loss is 2.43% in efficiency. A loss audit
at 8.4% statorCx downstream of the stator trailing edge is carried
out using the results from steady and unsteady simulations. This
axial location is the same as the measurement location~plane 1!
and hence an easy comparison can be made with the measure-
ments. The loss from the unsteady interaction can be defined as

vunsteady5vDW1stator2vstator2vDW (1)

wherev is the lost efficiency from inlet to the stage. The total loss
in efficiency up to the 8.4% statorCx (vDW1stator) can be evalu-
ated from unsteady simulation. The loss in efficiency from the
stator (vstator) only and from the delta wings (vDW) only can be
calculated from steady simulations. The unsteady loss is calcu-
lated to be 0.53% in efficiency from Eq.~1!.

This unsteady loss as a percentage of the stator loss is 22%,
which is in good agreement with the measured value of 21% of
the stator loss coefficient (Y) as shown inTable 2. Similarly,
large differences between the two simulations in the rotor blade
row can be observed from stator interface plane~226 mm! to rotor
exit plane located at 367 mm. The predicted efficiencies for the
turbine stage with steady and time average unsteady simulations
are 95.13% and 94.68% respectively. This also indicates the re-
duction in efficiency from unsteady flow is 0.45 % and arise due
to the additional loss generation from the interaction of the delta
wing vortex with the stator and the rotor rows.

4 Conclusions
Half-delta wings were fixed to the rotating hub, in front of the

stator row, to simulate the incoming upstream rotor passage vor-
tices. The development of the steady and the unsteady three-

dimensional flow field behind the stator and the rotor blade rows
has been described. The impact of the upstream delta wing vorti-
ces on the performance of the downstream blade is evaluated.
Comparison of the stagnation pressure loss at stator exit between
the datum configuration and delta wing configuration indicated
that the additional losses were generated from the interaction of
the delta wing vortex with the stator blade row. The increase in
stagnation pressure loss is 21% of the datum stator loss, demon-
strating the importance of this vortex interaction. Most of the
increase in stagnation pressure loss is from the increase in stator
secondary flow.

The transport of the delta wing vortices inside the stator row is
described. At the exit of the stator in the present investigation, the
pressure leg of the delta wing vortex was radially displaced up-
wards and the suction leg of the delta wing vortex was entrained
into the stator passage vortex. A large variation in the stator flow
field between 8.4%Cx and 25.2%Cx downstream of the stator
trailing edge due to the downstream rotor potential field is
observed.

The rotor exit flow was also affected by the interaction between
the enhanced stator passage vortex and the rotor blade row. Flow
underturning near the hub and overturning towards the midspan
was observed, contrary to the classical secondary flow theory. The
measured stagnation pressure at the exit of the rotor remained
constant for the delta wing configuration compared to the datum
configuration even with a stronger incoming stator passage vortex.
The transport of the stator passage vortex inside the rotor blade is
very similar to the delta wing vortex transport inside the stator
row. The pressure leg of the stator passage vortex radially dis-
placed upwards and the suction leg is entrained inside of the rotor
hub passage vortex.

The unsteady numerical simulation results were further ana-
lyzed to identify the entropy producing regions in the unsteady
flow field. It has been shown from the entropy function variations
and the overall stage efficiency calculations that the additional
loss was generated from the interaction of the delta wing vortex
with the downstream blade row. The agreement between the ex-
perimental and computational results for the additional loss gen-
eration is good.
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Nomenclature

C 5 chord
H 5 enthalpy
H 5 blade span, boundary layer shape factor (d* /u)
P 5 pressure
R 5 universal gas constant
s 5 entropy, streamwise distance
t 5 time from a datum point

Tu 5 turbulence
intensity5A1/3(«Vx»

21«Vr»
21«Vu»2)/Vref

U 5 blade speed
V 5 velocity
x 5 axial distance
Y 5 total pressure loss

coefficient5(P012P02)/0.5r(VX1 /cos 74 deg)2

d* 5 boundary layer displacement thickness
u 5 boundary layer momentum thickness, flow angle
t 5 time for one wake passing period, time lag
v 5 efficiency loss
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Subscripts

DW 5 delta wing
M 5 midspan

o,0 5 stagnation
r 5 radial

ref 5 reference
x 5 axial
u 5 tangential
1 5 blade row inlet
2 5 blade row exit

Superscripts
2 5 time mean of the quantity
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Aerodynamic Performance of a
Very High Lift Low Pressure
Turbine Blade With Emphasis on
Separation Prediction
The present paper is based on an experimental study of a front-loaded very high lift, low
pressure turbine blade designed at the VKI. The experiments have been carried out in a
low-speed wind tunnel over a wide operating range of incidence and Reynolds number.
The aim of the study is to characterize the flow through the cascade in terms of losses,
mean outlet flow angle, and secondary flows. At low inlet freestream turbulence intensity,
a laminar separation bubble is present, and a prediction model for a separated flow mode
of transition has been developed.@DOI: 10.1115/1.1748416#

Introduction
Gas turbines remain among the most compact engines avail-

able. The actual trend for improving them is to lower the mainte-
nance and production costs while increasing the specific power. A
suitable solution for any engine part consists of reducing the num-
ber of blades per row. This implies to increase the aerodynamic
load of each blade. This requirement can be fulfilled by a combi-
nation between an increase of the suction side velocity peak level
~limited by shock losses! and its position with respect to the lead-
ing edge~front or back loading!. As the low pressure turbine can
represent up to one third of the total engine weight, it is of first
interest in this context.

Howel et al.@1#, Brunner et al.@2#, and Solomon@3# have il-
lustrated the reliability of the wake induced transition for the high
lift design in LP turbines. The present high lift and front loaded
airfoil has been designed in such a way that the suction side ve-
locity distribution presents a velocity peak at 32% of the suction
side length with an almost constant velocity value downstream till
S/L50.55 ~at zero incidence and in absence of separation!. This
velocity plateau makes the flow development along the channel
very sensitive to incidence change. The influence of the variation
of the Reynolds number and the inlet flow incidence on the profile
losses, mean outlet flow angle and secondary flows will be inves-
tigated in this paper. As shown onFig. 1, the pressure coefficient
distribution is very close to the one of a blade designed at the VKI
for compressible conditions. The two profiles are represented on
Fig. 2 ~incompressible blade coordinates are provided in the Ap-
pendix!. So, after a careful transposition, the conclusions of the
incompressible study will allow to point out the influence of the
Mach number.

As the LP turbine drives the fan providing the largest part of the
thrust, the efficiency level must remain high. The position and the
level of the velocity peak fix the deceleration length and the dif-
fusion factor. But, in the LP turbine, the flow can be laminar over
a large part of the blade profile, and consequently, cannot with-
stand a too strong adverse pressure gradient without separating.
So, the transition process may occur in the free shear layer and the
flow is susceptible to reattach to the wall, forming a bubble on the
surface. As the evolution of the losses and the mean outlet flow
angle are directly linked to the bubble physics, its correct predic-
tion is of primary importance.

Roberts@4# provided a model for separated flow~considering
transition as punctual! including the effects of Reynolds number
and turbulent features~intensity and macroscale! combined in a
turbulence factor. Mayle@5# gave relations for bubble develop-
ment in the case of an extended transition process completed be-
fore the reattachment and in function of the bubble type: short or
long. Walker@6# showed that the fully turbulent state can be also
reached after reattachment. A few years later, Malkiel and Mayle
@7#, Lou and Hourmouziadis@8#, Qiu and Simon@9#, and Volino
@10,11# gave qualitative and quantitative evolutions of the inter-
mittency factor as a function of the freestream or local turbulence
intensity.

Hatman and Wang@12# described the physical development and
the main features of the transition for different bubble types. Their
results showed that the bubble characteristics are well correlated
by the value of some parameters at the separation position. They
provided models but recommended caution for their extension to
airfoils. Yaras@13# argued that the pressure gradient history of the
boundary layer before the separation position has an influence on
the transition process. This means that a model must include
boundary layer integral parameters. Yaras@14# added the influence
of the freestream turbulence intensity as more realistic conditions
are needed to establish reliable models. Numerical simulations
performed by Mu¨ller et al. @15# and @16# showed that more suit-
able test cases are needed to reach an accurate simulation of the
separated flow mode of transition.

The aims of this paper are multiple. The first one is to provide
the influence of incidence and Reynolds number on the aerody-
namic performance of a front loaded very high lift blade at low
turbulence intensity. The second one is to establish a model that,
as a function of the boundary layer integral characteristics at the
separation, gives the main bubble features for a very high lift LP
turbine profile. Finally, this study is a part of a wider research
conducted at the VKI, including the influence of freestream tur-
bulence level and passing wakes in compressible flow conditions,
as in Coton et al.@17#.

Experimental Setup
Experiments were performed in the C1-low speed wind tunnel

at the VKI. The flow enters the settling chamber through three
mesh screens. From there, the flow is guided through a convergent
and a honeycomb to the cascade. The latter is mounted on a ro-
tating mechanism that can be easily turned to change the inlet
flow incidence.

The cascade is composed of 13 blades and its main character-
istics are given inTable 1. The pitch-to-chord ratio and the aspect

Contributed by the International Gas Turbine Institute and presented at the Inter-
national Gas Turbine and Aeroengine Congress and Exhibition, Atlanta, GA, June
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ratio are, respectively, fixed to 1.05 and 2.5. The Zweifel coeffi-
cient is equal to 1.473. The isentropic exit Reynolds number
ranged from 50,000 to 200,000. The incidences were set to29
deg, 23 deg, 0 deg, 1.5 deg, and 5 deg. The inlet freestream
turbulence level was 0.6%.

The uniformity of the upstream pressure and yaw angle distri-
butions was checked with a four-hole probe in both pitchwise and
spanwise directions. The upstream turbulent features were deter-
mined with a single hot wire. The sampling frequency was 50 kHz
with a low pass filter set at 12 kHz. The turbulence is quite iso-
tropic Av82/Au8250.95. The Taylor’s frozen turbulence pattern
hypothesis was made to determine the length scales. The Taylor’s
macroscale is based on the integral time scale and the microscale
is computed by using

l>
UAu82

AS ]u8

]t
D 2

whereas the Kolmogorov scale is determined by means of the
turbulence dissipation rate

«>
15nu82

l2

h5S n3

« D 0.25

.

The macroscale is equal to 14.89 mm; the microscale and the
Kolmogorov scales are, respectively, equal to 1.85 mm and 0.23
mm for an exit Reynolds number of 130,000.

The characteristics of the upstream boundary layer developing
along the endwalls were measured by means of a hot wire. The
boundary layer extension is limited to one sixth of the channel
height on each side and is turbulent~shape factor equal to 1.35!.
The downstream pressures and angles were determined with a
five-hole pressure probe. This probe was calibrated from237.5
deg to 22.5 deg for both angles. The static pressure distribution
along the profile was measured with 25 pressure taps on the suc-
tion side and 18 on the pressure side. Introducing these results into
a boundary layer code allowed to obtain the laminar boundary
layer integral parameters up to the separation location.

The estimation of the uncertainties was performed for each
measurement technique employed and each flow regime. Their
maximum values are given for the lowest and highest Reynolds
numbers~50,000 and 200,000!. The absolute uncertainty on the
pressure coefficient~maximum at the velocity peak! ranges be-
tween 0.02 and 0.002. For the losses, it ranges between 0.9 and
0.2 point, and for the angles between 0.25 and 0.13~deg!. Finally,
the relative uncertainty on the hot wire data lies between 3.8 and
2.8%.

Results

Profile Losses. At midspan, the evolution of the profile losses
and the mean outlet flow angle are presented onFigs. 3 and 4for
five inlet flow incidences as a function of the Reynolds number.
The incompressible profile loss coefficient is defined as

Fig. 1 Cp distribution for both compressible and incompress-
ible profiles

Fig. 3 Profile losses as a function of Re is for five incidences

Table 1 Main cascade characteristics

c cax LSS g

0.05079 0.04498 0.08405 0.05333

H g b1 b2

0.127 29.7 50 64

Fig. 2 Compressible and incompressible cascades
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If the Reynolds number decreases or if, for a fixed Reynolds
number, the incidence increases, the losses increase and the mean
outlet flow angle reduces rapidly. Moreover, these variations are
not linear. The aerodynamic performance seems to be more sen-
sitive to a positive incidence than to a negative one. An incidence
change influences the front velocity distribution. The velocity
peak moves toward the leading~trailing! edge if the incidence
becomes positive~negative! as shown onFig. 5 (Reis5130000).
For an increasing incidence, the deceleration length and the diffu-
sion factor increase. This influences the boundary layer develop-
ment and thus the aerodynamic performance. For an increasing
incidence, the separation position is shifted toward the leading
edge. At fixed incidence, when reducing Reynolds number, the
bubble length increases: the flow separates earlier and reattaches
later. The pressure coefficient for three Reynolds numbers is
shown onFig. 6. As its interaction with the freestream flow is
more and more important, the bubble deteriorates the aerody-
namic performance.

Secondary Flows. The influence of incidence on the losses
and the mean outlet flow angle~pitchwise mass averaged! is rep-
resented onFigs. 7 and 8, for Reis5130000. OnFig. 8, one sees
that the corner vortex in the region close to the endwall reduces
the overturning of the flow. Also, the passage vortex induces an
underturning and the trailing edge vortex influence is felt between
midspan and the center of the passage vortex.

The pressure distribution, and so the loading, changes with in-
cidence. The development of the secondary flows is directly
linked to the loading level and distribution. As the separation
bubble affects the pressure distribution, the evolution of the aero-
dynamic performance with incidence is linked to both the loading
and the separation bubble features. With an increasing incidence,
the secondary flows extension and level increase: the corner vor-
tex becomes more and more important, the underturning in-
creases, the passage vortex moves toward midspan. For the high-
est incidence, the secondary flows cover a huge portion of the
span and will probably influence the flow at midspan.

The influence of the Reynolds number on the losses is repre-
sented onFig. 9 for zero incidence. The influence of the second-
ary flows is more spread with an increasing Reynolds number.

Fig. 4 b̄2 as a function of Reis for five incidences

Fig. 5 Cp for three incidences at Re isÄ130000

Fig. 6 Cp for three Re is at zero incidence

Fig. 7 Loss distribution along the span for several incidences
with Re isÄ130000
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Prediction Model. In order to analyze the flow development,
pressure taps have been placed along the blade surface. The mea-
sured pressure distribution has allowed the construction of a pre-
diction model for the separated flow mode of transition. The goal
is to provide the main bubble features at three positions namely
the separation, the pressure recovery and the reattachment. These
main bubble features are the acceleration parameter K, the local
and momentum thickness Reynolds numbers at separation and the
local Reynolds numbers at the pressure recovery and the reattach-
ment.

Procedure. The procedure to determine the three characteris-
tic points is represented onFig. 10. Each line is drawn tangent to
the pressure coefficient distribution. The intersections provide the
position and the velocity for each point. The slope of the tangent
upstream of the separation provides the variation of the velocity
that will be introduced into the acceleration parameter at separa-
tion. This determination technique was inspired by Brunner et al.
@2#. The comparison between results will show that this procedure
is consistent with results of Roberts, Mayle, Hatman and Wang,
and Yaras and is coherent with the bubble physics.

Due to the limited spatial resolution of theCp distributions, the
technique used by Yaras@13# consisting of searching the local
minimum of the acceleration parameter to locate the reattachment
point could not be used.

The Separation. As shown by previous authors,@12,13#, it is
necessary to include an integral parameter to accurately determine
the separation position while taking into account the pressure gra-
dient history of the boundary layer. Because of the cascade and
hot wire dimensions, it was impossible to measure this character-
istic before the separation without interferring with the flow. Con-
sequently, the integral parameters were obtained from a laminar
boundary layer computation~up to the separation point! with the
measured velocity distribution as input.

The momentum thickness Reynolds number is represented as a
function of the acceleration parameter at the separation onFig. 11.
This set of data can be correlated by Eq.~1! where the Polhausen
parameter is equal to20.1075:

Reu,s
2 Ks520.1075. (1)

As for Yaras @13#, it differs from the criterion given by
Thwaites where the Polhausen parameter is equal to20.082. The

Fig. 8 b̄2 distribution along the span for several incidences
with Re isÄ130000

Fig. 9 Loss distribution along the span for several Re is at zero
incidence

Fig. 10 Representation of the determination procedure

Fig. 11 Reu,s as a function of K s
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momentum thickness Reynolds number is plotted as a function of
the local Reynolds number at separation onFig. 12. The best fit of
these results is given by

Reu,s50.74Rex,s
0.488 (2)

The present results are in good agreement with the theoretical
proportionality~Schlichting,@18#! between the momentum thick-
ness Reynolds number and the square root of the local Reynolds
number. However, it can be noticed that the scatter increases with
the local Reynolds number at separation. This could be linked to
the determination procedure: as the physical length of the bubble
decreases when the Reynolds number increases, the number of
pressure taps used to deduce the main bubble characteristics is
reduced.

The Pressure Recovery.The pressure recovery location is rep-
resented onFig. 13 and is correlated to the separation by:

Rex,rec56.777Rex,s
0.8534 (3)

It must be noticed that this relation is valid for both long and
shorts bubbles.

In 1975, Roberts provided a general overview of the bubble
physics. The bubble was principally composed of two regions: a
laminar part till its maximum displacement~where an instanta-
neous transition occurs! and a turbulent part up to reattachment.
Roberts studied bubble development on compressor blades and
established a relation for the laminar region length as a function of
a turbulent factor incorporating the turbulence intensity and mac-
roscale:

Rex,s2T5Rex,T2Rex,s525000 log10~coth~10TF!! (4)

The turbulent factor is given inTable 2.
Afterwards, Mayle considered that the transition process ex-

tends over a short distance, taking place somewhere between the
separation and the pressure recovery. He also made the distinction
between the two types of bubble. The type is not directly linked to
the bubble physical length but more to its influence on the losses
and on the pressure coefficient distribution. He provided a relation
for each kind of bubble:

Rex,s2T5Rex,T2Rex,s5A Reu,s
0.7 (5)

where the coefficientA is equal to 700 or 1300 if the bubble is
respectively short or long.

From experiments on a flat plate, Hatman and Wang proposed a
further classification: the short bubble can be laminar or already
transitional at the separation. This last case has never been en-
countered during the present experiments. They correlated the
maximum displacement location with the separation point by

Rex,md51.0816 Rex,s126805. (6)

These last three relations~4!, ~5!, and~6! are compared toFig.
13 to Eq. ~3! obtained from the present measurements. According
to Roberts and Mayle, the transition ends at~or close to! the
maximum displacement position. Moreover, it can be argued that
the divergence of the streamlines from the maximum height of the
bubble up to the reattachment corresponds to the pressure in-
crease. So, the pressure recovery point can be considered as the
maximum displacement position~as also done by Roberts!. The
difference appearing between the experimental results and the

Fig. 12 Reu,s as a function of Re x,s

Fig. 13 Rex,rec as a function of Re x,s Fig. 14 Rex,r as a function of Re x,s

Table 2 Turbulence factor for three Re is

Reynolds 80000 130000 200000
TF 0.0048 0.0046 0.0045
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various relations could be related to the pressure gradient history,
the turbulent factor and the wall curvature which were not the
same among the different sources.

The Reattachment.Finally, the bubble characterization ends
up with the correlation for the reattachment point:

Rex,r51.0074 Rex,s117996 (7)

which is compared to the relations of Yaras

Rex,r51.04 Rex,s180500~12tanh3~100TF8!!220000

where TF85max(0.01,TF), or Hatman and Wang

Rex,r51.0608 Rex,s134890

on Fig. 14. The difference between the experimental results and
the other relations can be linked to the same reasons than for the
separation correlation.

The Transition Characteristics.As shown by Hatman and
Wang, the transition occurs differently in function of the bubble
type. For each type, they provided the position of the transition
onset and end, and of the maximum velocity fluctuations with
respect to the bubble characteristic positions. As a consequence,
the bursting needs to be detected to determine the bubble type and
so the associated physics. From Roberts, Hatman and Wang, and
Mayle, this non continuous process, occuring when the bubble
changes from short to long can be assessed from the evolution of
the aerodynamic performance, such as a strong increase in the
profile losses and a reduction of the flow turning. This information
is provided inFigs. 3 and 4. However, the accurate determination
of this limit is always a matter of interpretation. As they contain
useful information, the pressure distributions were also used. As
shown inFig. 15, the long bubbles present an increase ofCp just
before the pressure recovery. This can be viewed as an evidence
of a stronger recirculating flow inside the bubble induced after the
onset of transition which occurs before the pressure recovery po-
sition. The results presented by Roberts~Fig. 4(b) in @4#! show
the same tendency.

It is now possible to characterize the transition process for each
type. In the case of short bubbles, some assumptions are required.
As discussed onFig. 13, the pressure recovery point is considered
to be at the maximum of displacement. As opposed to Roberts and
Mayle, it is precisely there that Hatman and Wang locate the tran-
sition onset. Walker@19# also argues along this direction. Hatman
and Wang added that the intermittency factor was close to 0.7 at
the reattachment. Consequently, knowingSt from Eq.~3!, Sr from

Eq. ~7!, the transition endST can be computed by means of the
universal evolution ofg provided by Narasimha@20# ~with S
5Sr):

g~S!512expS 24.61
~S2St!

2

~ST2St!
2D . (8)

This relation is independent of the pressure gradient and its appli-
cability for transition in shear layer flows has been shown by
Volino @10# and Qiu and Simon@9#.

Finally, a Reynolds number based on the transition length and
the velocity at the separation point can be computed for short
bubbles:

Rex,LT5
Us~ST2St!

n
56.94 Reu,s

1.5214. (9)

This relation is very close to the one of Walker@6# and is com-
pared onFig. 16 to the correlation provided by Mayle for all
bubble types:

Rex,LT5400 Reu,s
0.7 . (10)

This last equation underestimates the experimental data as fore-
seen by Walker@6#.

For the long bubbles, it is generally agreed that the transition
end is close to the pressure recovery position. A relation similar to
the one of Mayle~Eq. ~5!! can be obtained from the fit of our
experimental data:

Rex,s2T5620 Reu,s
0.7 (11)

and is compared onFig. 16. Mayle’s correlation is quite far from
the present results. The transition onset should be deduced from
one of the following relations provided by Mayle:

Rex,t51000 Reu,s
0.71Rex,s , (12)

Hatman and Wang

Rex,t51.0816 Rex,s126805, (13)

or Yaras

Rex,t51.04 Rex,s163000~12tanh3~100TF8!!, (14)

where TF85max(0.01,TF). Nevertheless, all these relations give
an onset of transition located after the recovery position of the

Fig. 15 Cp at several Reynolds numbers for long and short
bubbles Fig. 16 Rex,s-rec as a function of Re u,s for long bubbles and

Rex,LT as a function of Re u,s for short bubbles
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present data. Thus, under the assumption that the pressure recov-
ery is equal to the transition end, none of these relations can be
used to determine the transition onset.

However, according to Mayle, ‘‘the difference between long
and short bubbles is not the length of transition, but the length of
the unstable laminar shear layer.’’ Moreover, Walker@19# showed
that the ratio of the transition length and its minimum value
(LT/LT min) evolves asymptotically for strong adverse pressure
gradients~to a value very close to the one it passes by in case of
incipient laminar separation at Reu,s

2 Ks520.08). In these condi-
tions, Eq. ~9!, established for short bubbles, could be used to
provide the transition onset for long bubbles, with the pressure
recovery taken as the transition end. Then Rex,s2t can be computed
for the long bubbles and compared onFig. 17 to Rex,s2t
5Rex,s-rec for short bubbles. This figure also confirms the thoughts
of Mayle that the difference takes place in the laminar part of the
separated flow.

The passage from long to short bubbles can be seen in the
following way. The transition end takes place around the pressure
recovery position, and the transition onset is located upstream,
after the separation. As the Reynolds number increases, the tran-
sition onset moves toward the separation point. Physically, this
can be linked to bigger and/or faster development of the instabili-
ties in the shear layer. Approaching a value of Reu,s>220, the
onset of transition stands close to the separation point. The tran-
sition process appears to be doped by the injection of instabilities
and consequently, the mixing phenomenon is enhanced. The shear
layer is able to reattach sooner in spite of the pressure gradient.
This has to be linked with what Hatman and Wang were calling
the tendency of reattachment for a long bubble in a point where
the velocity fluctuations are maximum. Now that the bubble is
short, the pressure coefficient distribution is modified which influ-
ences the transition process: the acceleration parameter at separa-
tion is smaller and the instability promotion is less important.
Then the transition onset is located at the pressure recovery point
~where is the maximum displacement! and the position of the
maximum velocity fluctuations appears at the reattachment posi-
tion.

In the opposite sense, if the bubble is short and the Reynolds
number reduces, the transition onset is close to the pressure re-
covery position until Reu,s>220. If the Reynolds number de-
creases more, the velocity reduction appears to be translated by a
weakening of the transition and mixing process. This prevents the
bubble to reattach soon in an adverse pressure gradient. The limit
between the two states~short or long! seems to be at Reu,s>220

which is different from Owen’s bursting criterion (Reu,s5125). As
shown onFig. 17, the measurement point at Reu,s>220 could be
of both types. It can be possible that the measured bubble which is
a mean value oscillates between the long and the short one.

Conclusions
This paper provides the aerodynamic performance of a front

loaded very high lift low pressure turbine blade for a wide oper-
ating range. It also points out that the position of the suction side
velocity peak that changes with the incidence has a strong influ-
ence on the flow behavior and thus on the performance.

From pressure coefficient distributions, a simple model has
been built, based on three characteristic points: separation, pres-
sure recovery and reattachment whose determination has been
shown reliable. These relations are valid as much for long as for
short laminar bubbles. From these points, an interpretation has
been attempted mainly about the transition process. Some inco-
herences among the already existing models have been pointed
out. For instance, for short bubbles, the end of transition can not
be considered at the maximum displacement. In this case, the
models of Roberts and Mayle do not provide the transition end but
the maximum displacement position. These models can lead to an
underestimation of the transition length.

The results show a strong agreement with the bubbble physics
described by Hatman and Wang, and the bubble physics can be
summarized as

1. for short bubbles, the transition onset is at the pressure re-
covery which corresponds to the maximum displacement po-
sition. The transition end can be computed by means of Eq.
~9!.

2. for long bubbles, the transition end can be considered as the
pressure recovery position and the transition length also
computed with Eq.~9! as discussed.

An interpretation of the bursting was provided based on the
length of the bubble laminar portion. As mentioned by Mayle, this
part seems to be the key of the passage between the two bubble
states.

Finally, it has to be noticed that these results have been ob-
tained in quite realistic conditions in terms of wall curvature, turn-
ing flow angles, boundary layer solicitations. The ranges of Reu,s
and Ks were quite large, making from the present prediction
model a well tested tool. However, more work is still required to
improve the realism of the operating conditions by accounting for
the influence of the compressibility, the unsteady effects and tur-
bulence intensity~actually under study!. For instance a low level
(Tu,5%) enhances the transition process and leads to a reduc-
tion of the bubble influence on the aerodynamic performance;
whereas a wake (Tu515– 20%) induces the transition avoiding
therefore the separation.
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Nomenclature

c 5 blade chord~m!
Cp 5 pressure coefficient5(P012Pwall )/(P012P2)

g 5 pitch ~m!
H 5 blade height~m!
K 5 acceleration parameter5(v/U2)(dU)/dS)
L 5 blade side length~m!
P 5 pressure~Pa!

Reis 5 isentropic Reynolds number5U2,isc/n
Rex 5 local Reynolds number5US/n
Reu 5 local momentum thickness Reynolds number5Uu/n

S 5 curvilinear coordinate~m!

Fig. 17 Rex,sÀt as a function of Re u,s for both long and short
bubbles
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t 5 time ~s!
Tu 5 inlet turbulence intensity5Au82/U1
TF 5 turbulence factor5Tu(c/L)

0.2

U 5 local velocity ~m/s!
u8 5 velocity fluctuation~m/s!
b 5 yaw angle referring to the axial direction~deg!
g 5 intermittency factor or stagger angle~deg!
« 5 turbulent dissipation rate (m2/s3)
h 5 Kolmogorov turbulent scale~m!
L 5 turbulent macroscale~m!
l 5 Taylor turbulent microscale~m!
n 5 kinematic viscosity (m2/s)
u 5 momentum thickness~m!
j 5 loss coefficient

Subscript

0 5 total condition
1 5 inlet condition
2 5 exit condition

ax 5 axial direction
is 5 isentropic

PS 5 relative to pressure side
r 5 reattachment position

rec 5 pressure recovery position
s 5 separation position

SS 5 relative to suction side
t 5 onset of transition

T 5 end of transition
wall 5 on the blade surface

Superscript

2 5 pitchwise mass averaged

Appendix

Incompressible Blade Geometry. Complete blade geometry
is available upon request. SeeTable 3 for some definition points.
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Table 3 Blade geometry

XSS ~m! YSS ~m! XPS ~m! YPS ~m!

0 0 0 0
22.229e-4 2.491e-4 22.229e-4 2.491e-4
24.074e-4 9.874e-4 24.074e-4 9.874e-4
23.991e-4 1.811e-3 23.991e-4 1.812e-3
23.005e-4 2.635e-3 23.005e-4 2.635e-3
7.065e-5 4.329e-3 7.065e-5 4.329e-3
1.369e-3 7.873e-3 1.369e-3 7.873e-3
3.671e-3 1.183e-2 3.671e-3 1.183e-2
6.737e-3 1.525e-2 6.737e-3 1.525e-2
1.140e-2 1.809e-2 1.140e-2 1.809e2
1.599e-2 1.896e-2 1.599e-2 1.896e-2
2.057e-2 1.827e-2 2.057e-2 1.827e-2
2.520e-2 1.601e-2 2.520e-2 1.601e-2
3.158e-2 9.946e-3 2.989e-2 1.196e-2
3.616e-2 2.367e-3 3.359e-2 7.063e-3
3.968e-2 26.311e-3 3.695e-2 6.608e-4
4.298e-2 21.706e-2 3.9868e-2 26.311e-3
4.454e-2 22.393e-2 3.999e-2 27.196e-3
4.455e-2 22.446e-2 4.029e-2 28.082e-3
4.421e-2 22.501e-2 4.058e-2 28.971e-3
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Experimental Surface Heat
Transfer and Flow Structure in a
Curved Channel With Laminar,
Transitional, and Turbulent Flows
Heat transfer and flow structure are described in a channel with a straight portion
followed by a portion with mild curvature at Dean numbers from 100 to 1084. The
channel aspect ratio is 40, radius ratio is 0.979, and the ratio of shear layer thickness to
channel inner radius is 0.011. The data presented include flow visualizations, and
spanwise-averaged Nusselt numbers. Also included are time-averaged turbulence struc-
tural data, time-averaged profiles of streamwise velocity, spectra of longitudinal velocity
fluctuations, and a survey of the radial time-averaged vorticity component. Different flow
events are observed including laminar two-dimensional flow, Dean vortex flow, wavy
Dean vortex flow (in both undulating and twisting modes), splitting and merging of Dean
vortex pairs, transitional flow with arrays of Dean vortex pairs, and fully turbulent flow
with arrays of Dean vortex pairs. Transitional events generally first appear in the curved
portion of the channel at Dean numbers less than 350 in the form of arrays of counter-
rotating Dean vortex pairs. At Dean numbers greater than 350, transitional events occur
in the upstream straight portion of the channel but then continue to cause important
variations in the downstream curved portion. The resulting Nusselt number variations
with curvature, streamwise development, and Dean number are described as they are
affected by these different laminar, transitional, and turbulent flow phenomena.
@DOI: 10.1115/1.1738119#

Introduction
Heat transfer in channels with transitional and turbulent flows

are important for a range of practical applications, including cool-
ing passages in gas turbine blades, internal combustion engine
cooling ducts, heat exchangers, cooling systems for the nozzle
walls of rocket motors, and medical treatment of the human car-
diovascular system. Straight and curved channels are also interest-
ing because they provide environments to investigate an assort-
ment of transitional phenomena. In straight channels, these
phenomena include regions of longitudinally distinct local insta-
bility referred to as ‘‘slugs’’ and ‘‘puffs’’ of turbulence,@1,2#. In
curved channels, transition begins with the development of arrays
of counterrotating Dean vortex pairs which form across the chan-
nel span,@3–5#. Whether in straight or curved channels, develop-
ing transitional flow events provide the initial conditions for the
turbulent flows which follow. The interactions between these tran-
sitional phenomena and the subsequently developing turbulent
flows can be quite complex, especially when a curved channel
segment follows a straight segment, as in the present study.

Only a handful of investigations consider heat transfer in
curved channels containing laminar and transitional flows. Of
these, Cheng and Akiyama@6# present Nusselt numbers, velocity
distributions, and pressure distributions determined from numeri-
cal analysis of curved channels with fully developed, laminar
forced convection, no buoyancy, and constant heat flux boundary
conditions. Mori et al.@7# present measured Nusselt numbers
from a square channel with laminar, transitional, and turbulent

flow conditions, and numerically predicted Nusselt numbers, ve-
locity data, and pressure surveys for fully developed laminar and
turbulent channel flows. In another numerical description of
curved channel heat transfer, Yee et al.@8# predict the streamwise
development of Nusselt numbers and secondary motions in curved
channels with aspect ratios of 1/3, 1, and 3, and steady, laminar
flow with constant wall temperature boundary conditions. Chi-
lukuri and Humphrey@9# numerically predict Nusselt numbers
and secondary flows in a curved channel with a square cross-
section and buoyancy both assisting and opposing the forced flow.
Komiyama @10# presents numerically predicted Nusselt numbers
from curved channels with fully developed flows and aspect ratios
from 0.8 to 5, and constant wall heat flux boundary conditions.

Investigations of channels with fully turbulent flow are some-
what more numerous. Recent investigations consider the effects of
curvature,@11–14#, channel aspect ratio and geometry,@13–15#,
ribs and riblets placed along channel walls,@15–17#, channel Rey-
nolds number,@13,15,16#, duct geometry,@14,15#, flow tripping,
@12#, and different surface thermal boundary conditions,@11#. Of
these investigations, several examine heat transfer behavior in
channels with turbulent flow,@11,14–17#. Only Kobayashi et al.
@11#, Joye@14#, and Mochizuki et al.@16# examine heat transfer in
channels with curved sections. Kobayashi et al.@12# and Su and
Friedrich @13# also investigate turbulent flows in curved channels
without heating to illustrate structural characteristics of channel
secondary flows. Only Kobayashi et al.@11# and Mochizuki et al.
@16# consider the streamwise development of surface heat transfer
distributions, channel secondary flows, and temperature distribu-
tions in curved channels.

Ligrani et al. @18# examine effects of curvature on measured
heat transfer in channels with thermally fully developed, laminar,
and transitional forced convection. Constant heat flux boundary
conditions are applied to the surfaces of the channel, which has an
aspect ratio of 40, a bend of 180 deg, Pr50.71, and Dean numbers
up to 300. The authors indicate that spanwise-averaged Nusselt

1Carl Hedlund suddenly and unexpectedly passed from this world on June 25,
2003. For all those who knew Carl, he will always be remembered as a loving father
and husband, and a person with exceptional technical abilities, an individual of
exceptional integrity and honesty, a wonderful colleague, and a treasured friend.
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numbers are always higher on the concave surface than on the
convex at all streamwise locations in the curved section, except
just after curvature begins. Differences just downstream of the
beginning of curvature result from initial development of Dean
vortex pairs near the concave surface,@3–5#, and the secondary
flows and unsteadiness associated with them,@5,19#. Significant
Nusselt number increases on the concave and convex surfaces
also occur withx/d for x/d.156 and De.150 due to the twisting
secondary instability,@5,20#. In the flows investigated by Ligrani
et al. @18#, fully developed laminar flow is always present at the
inlet of the curved portion of the channel, and transitional events,
such as Dean vortex pairs, are contained entirely in the curved
portion of the channel. Using the same experimental facility, Hed-
lund and Ligrani@21# examine the effects of upstream transitional
flows on curved channel Nusselt numbers at Dean numbers from
300 to 700. Results suggest that the thermal boundary layers re-
sponsible for the Nusselt number variations are dependent upon
upstream initial conditions at the inlet of the curved portion of the
channel, in addition to transitional disturbances and levels of tur-
bulence intensity very near the measurement location. Local Nus-
selt number increases from transitional events in the upstream
straight channel segment are believed to be due to local transi-
tional ‘‘slugs’’ or ‘‘puffs’’ of turbulence, @1,2#. These cause initial
Nusselt number augmentations relative to pure laminar values to
be located progressively upstream as the Dean number increases.

In the present paper, Nusselt number characteristics at Dean
numbers from 100 to 1084 are presented and discussed. Note that
Reynolds numbers based on channel thickness Re are determined
by dividing Dean numbers De by 0.1459. The present study uses
the same channel employed by Ligrani et al.@18#, and by Hedlund
and Ligrani @21#. Included are descriptions of the influences of
streamwise development, varying Dean number, and curvature on
local Nusselt number behavior. Of the archival literature known to
the authors, only Mori et al.@8#, Ligrani et al.@18# and Hedlund
and Ligrani@21# presentmeasuredheat transfer data from curved
channels with laminar, transitional, and turbulent flows. The
present work is thus important as it provides new information
regarding effects of complex transitional and turbulent flows on
channel heat transfer. Particular attention is devoted to the effects
of different initial conditions at the entrance to the curved portion
of the channel. These initial conditions are provided at this loca-
tion by varying transitional phenomena which develop at different
streamwise locations in the straight portion of the channel located

just upstream. As such, the present results provide an important
tool for the development of numerical codes for the prediction of
complex elliptic flows.

Experimental Apparatus and Procedures

Curved and Straight Channels. Detailed descriptions of the
rectangular cross-section channel employed for the present study
are given by Ligrani et al.@18# and Hedlund and Ligrani@21#.
Dimensional details are also illustrated inFig. 1. The channel is
instrumented for heat transfer measurements, has a thicknessd of
1.27 cm, an aspect ratio of 40, and is dimensionally similar to
another transparent curved channel used for flow visualization and
quantitative measurements of flow properties by Ligrani and
Niver @5#, and Ligrani et al.@19,20#. The ratio of shear layer thick-
ness to convex radius of curvature is 0.011 in the curved section,
which indicates mild curvature.

Just downstream of the channel inlet, the flow is conditioned to
reduce spatial nonuniformities using arrays of screens, honey-
combs, and a nozzle with a 20 to 1 contraction ratio.Figure 1
shows that the straight section is composed of an initial unheated
section 0.57 m long followed by a heated section 1.52 m long. The
straight section allows hydrodynamically and thermally fully de-
veloped channel flow to develop before entering the curved sec-
tion under most conditions studied,@18,21#. With such conditions
present, shear layer thickness is half of the channel thickness,d/2.
The fluid then enters a 180 deg curved channel section with con-
vex and concave surface radii of 59.69 cm and 60.96 cm. The
interior walls of the heated section are made of 0.08 cm thick
polycarbonate. Upon exiting the curved section, the flow enters a
second straight section with a length of 2.44 m. As flow leaves the
second straight portion, it passes through additional flow manage-
ment devices and plenums to isolate the test section from the
channel blowers and apparatus for measurement of mass flow
rates.

Figure 1 additionally shows four heated sections of the channel
walls, denoted CC1, CV1, CC2, and CV2. Each of these segments
is instrumented with thermocouples to measure channel surface
temperatures, etched foil heaters to heat channel surfaces, and
insulation to minimize conduction losses,@18#. 100 copper-
constantan thermocouples are placed between the heaters and non-
flow side of the 0.08 cm Lexan at ten streamwise locations. These
provide sufficient data to calculate spanwise-averaged Nusselt

Fig. 1 Channel coordinate system and geometry
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numbers on concave and convex surfaces. At each location, ther-
mocouples are placed in rows of five. The five thermocouples in
each row extend across the channel span a distance of 20.32 cm.
Rows of thermocouples on the straight portion of the channel are
located atx/d of 12, 36, 60, 84, and 108. This first location cor-
responds toX50.722 m. Rows of thermocouples on the curved
portion of the channel are located atx/d of 132, 156, 180, 204,
and 228.

To determine conductive losses from the heated portions of the
channel, 40 additional thermocouples are placed in the insulation
located behind the etched foil heaters. These thermocouples are
placed in pairs along the channel centerline behind each row of
thermocouples. One additional thermocouple is used to measure
the mixed mean temperature at the channel inlet.

Voltages from the 141 T-type thermocouples are read sequen-
tially using Hewlett-Packard relay multiplexer card assemblies,
installed in a HP3497A low-speed data acquisition/control unit
and a HP3498A extender. This system provides thermocouple
compensation electronically such that voltages for type-T thermo-
couples are given relative to 0°C. A Hewlett-Packard 9836A com-
puter processes signals from all 141 thermocouples to determine
spanwise-averaged Nusselt numbers using procedures described
below.

Nusselt Number Measurement. Procedures to measure local
Nusselt numbers are described by Hedlund@22# and Ligrani et al.
@18#. Details are also presented here for completeness.

For each test, heater power levels are adjusted to provide a
constant surface heat flux boundary condition along the instru-
mented test surfaces. The channel is heated to thermal equilibrium
during which time, the channel surfaces expand to the sizes that
they assume as measurements are conducted. Metal C-type
clamps are then installed along the curved test section to ensure
that no leakage occurs from the exterior to the interior of the
channel. A variety of quantities are then measured to determine
local Nusselt numbers.

To do this, all thermocouple voltages and heater power levels
are measured and converted into surface temperatures and a con-
vective heat flux levelq̇conv9 . The latter are determined using en-
ergy balances which account for conduction losses from the test
surfaces. The local mixed mean temperaturetm is determined at
any streamwise channel location using the equation given by

tm5tm-inlet1~ q̇conv9 bDx!/ṁCp . (1)

Here, tm-inlet is the mixed mean temperature at the channel inlet.
The temperatures measured by the thermocouples located within
the test surface walls are then corrected to account for thermo-
couple contact resistance and the temperature drop which occurs
in the polycarbonate between the thermocouple and the portion of
the test surface located next to the air stream. With these data,
local heat transfer coefficients and local Nusselt numbers are de-
termined.

Overall energy balance checks are also conducted at Dean num-
bers less than 300,@18#. These are accomplished by direct mea-
surements of the local mixed mean temperature just downstream
of the heated portion of the channel. This is accomplished using a
thermocouple probe to measure local fluid temperature and a min-
iature five-hole pressure probe,@18#, to measure local velocity
across the channelY-Z plane at De5285. These directtm results
are then compared to mixed mean temperatures determined from
energy balances using Eq.~2!. In all cases, the two measurements
of mixed mean temperature agree within a few percent,@18#,
which verifies the procedures employed to determine spanwise-
averaged Nusselt numbers including conduction energy balances
and energy balances to calculate mixed-mean temperatures.

Visualizations of Instantaneous Flow Structure. The visu-
alizations and flow structure measurements are obtained in a sec-
ond channel, which is transparent with the same internal dimen-
sions~and flow management apparatus at the inlet! as the channel

employed for heat transfer measurements. To visualize the flow in
this channel, smoke is injected into the channel inlet using a mani-
fold and a rake of tubes to produce an array of laminar jets.
Smoke patterns are illuminated in spanwise/radial planes using
spot lights directed at spanwise slits in the black paper used to line
the exterior of the convex surface of the channel. A video camera
connected to a portable videocassette recorder is used to record
the illuminated, time-varying patterns at rates as high as 60 frames
per second. Additional details on this, as well as other aspects of
the flow visualization techniques, are given by Ligrani et al.@19#.

Local Mean Velocity Surveys. The miniature five-hole
probe, described by Ligrani et al.@23#, is used to measure total
pressure and the three mean velocity components locally at differ-
ent locations across the cross section of the transparent curved
channel which is employed exclusively for such measurements.
The tip diameter of the probe is 1.22 mm to minimize flow block-
age and maximize spatial resolution in the confined channel inte-
rior. Additional corrections to account for finite spatial resolution
and streamline displacement effects are made during data reduc-
tion following Ligrani et al.@24#.

Longitudinal Velocity Fluctuation Surveys. Surveys of
streamwise mean velocity and longitudinal velocity fluctuations
are obtained using Dantec 55P04 single hot-wire probes. Sensor
diameter and length are 5 microns and 1.25 mm, respectively.
Each probe is operated at an overheat ratio of 1.8 using a Dantec
55M10 constant-temperature bridge. Individual probes are cali-
brated in the freestream flow of a wind tunnel using procedures
for low velocity measurement described by Ligrani and Bradshaw
@25#. These hot-wire probes are mounted in spanwise/radial planes
120 deg from the start of curvature in the transparent curved chan-
nel using the same automated two-dimensional traverse employed
for the miniature five-hole pressure probe. Signals are conditioned
with an amplifier gain of 2, a low-pass filter of 1.0 kHz, and no
high-pass filter. Data are acquired at 2500 Hz using a Hewlett-
Packard 6944A series 200 Multi-programmer with a buffered
69759A analog-to-digital conversion card capable of 12-bit binary
resolution. This multi-programmer is controlled by a Hewlett-
Packard model 320 series 9000 computer, which also stores and
processes the data. With this acquisition system, 20,000 data
samples are obtained at each measurement location which
amounts to a sampling interval of 8.0 sec.

Experimental Uncertainty Estimates. Procedures described
by Kline and McClintock@26# and Moffat @27# are employed to
determine experimental uncertainty magnitudes based on a 95%
confidence levels. The experimental uncertainty of spanwise-
averaged Nusselt numbers is estimated to be65.5%. Estimated
uncertainty magnitudes of Dean number De, local streamwise ve-
locity uu, time-averaged square of the longitudinal velocity fluc-
tuation, and the normal or radial component of time-averaged vor-
ticity v r , are62%, 62.5%,65%, and67%, respectively.

Experimental Results
Table 1 summarizes the different types of flow behavior which

are present in the present curved channel~with radius ratio of
0.979! at u5112 deg–115 deg, which are angular positions mea-
sured from the start of curvature. These different regimes of be-
havior are described in the sections which follow. Flow structural
details are needed for the interpretation of surface Nusselt number
variations, and for the development of numerical prediction mod-
els of flows in curved channels.

Development and Structure of Dean Vortex Pairs. As the
influences of concave curvature impose themselves on the flow,
secondary flows in the form of tiny Go¨rtler-like vortices start to
form near the concave surface of the channel. This is believed to
occur just after the beginning of the curved portion of the channel
as x/d exceeds 120 to 130. As the vortices are advected down-
stream, they grow in spatial extent, and produce spatially periodic
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flow structures across the channel span,@5,28#. The unsteadiness
of these layers is consistent with the initial development of Go¨rtler
vortices in boundary layers on concave walls,@5,19#. The result-
ing unsteadiness, along with the centrifugally induced secondary
flows, augment thermal transport over that produced by laminar
streamwise advection alone. As a result, unsteadiness and second-
ary flows both play important roles in increasing concave surface
heat transfer coefficients relative to ones from the convex surface
just after the imposition of curvature.

Such flow phenomena are illustrated by the flow visualization
photographs presented inFig. 2. These data are obtained at De
5122. The images show typical flow visualization patterns of
flow cross sections at different streamwise stations. Each covers
one channel height in theY direction and about 3.5 channel
heights in theZ direction. The concave surface is at the bottom of
each photograph, the convex surface is at the top, and flow is
moving away from the observer. Observation locations range over
u from 85 deg to 135 deg, which correspond tox/d from 190 to
232.

At u up to and including 85 deg and 95 deg,Fig. 2 shows
smoke layers with spatial periodicity, which are present across the
channel span. The periodicity of these layers increases in ampli-
tude and definition with streamwise development,@18,19#. Such
behavior is caused by the developing secondary flows in the array
of partially formed vortex pairs located near the concave surface.
The smoke enters the curved portion of the channel as a uniform
layer about one-half channel height in extent next to the convex
surface. As a result, events associated with secondary flows ema-
nating from near the convex surface are smoke rich~bright!,
whereas ones from near the concave surface are relatively free of
smoke~dark!.

As u increases from 95 deg to 105 deg, the smoke patterns in
Fig. 2 show a dramatic change as they form into clearly defined
mushroom-shaped patterns. Different portions of such patterns,
with their occasional unsteadiness, are closely associated with dif-
ferent secondary flows. The dark mushroom ‘‘stems’’ with bright
regions on each side are associated with upwash regions which
emanate from near the concave surface between the two vortices
in each pair. The mushroom ‘‘petals’’ correspond to vortex core
regions. Bright regions between each mushroom pattern represent
downwash regions~with respect to the concave surface! between
vortex pairs@5,19#. Unsteadiness and spatial variations of second-
ary flows continue to be higher near the concave surface. Note
that the flow visualization patterns probably lag slightly behind
the secondary flow development in vortex pairs.

As the vortex pairs continue to convect downstream, flow visu-
alization patterns inFig. 2 for u5105 deg andu5115 deg show
patterns which increase in radial extent to occupy the full channel
height. Time-averaged radial vorticity distributions which illus-
trate these spatial variations are shown inFig. 3 for u5120 deg,
x/d5219, and De5122. These data are determined from mea-
surements of the three mean velocity components made using the
miniature five-hole pressure probe@23,24# in the transparent

Fig. 2 Photographs of flow visualized using smoke at channel
cross sections located at different streamwise locations for a
Dean number of 122

Fig. 3 Time-averaged distribution of radial vorticity for De
Ä122, uÄ120 deg, and x ÕdÄ219. The associated vorticity scale
is given below the plot.

Table 1 Different types of flow behavior in the curved channel with radius ratio of 0.979 at
uÄ112 deg–115 deg

De Re Flow Description

,60 ,411 Curved channel Poiseuille flow
60–75 411–514 Partially formed Dean vortex pairs
.60 .411 Splitting and merging Dean vortex pairs
.75 .514 Fully formed Dean vortex pairs
60-125 411–860 Undulating Dean vortex pairs
129–200 884–1370 Twisting Dean vortex pairs
.700 .4800 Fully turbulent flow with Dean vortex pairs
36.9 253 Onset and presence of Dean vortex pairs from linear stability analysis
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curved channel. In each plot, bulk flow direction is then into the
plane of the page,Y/d50 corresponds to the concave surface, and
Y/d51 corresponds to the convex surface.

The time-averaged radial vorticity distribution inFig. 3 shows
alternating regions of positive and negative vorticity across the
channel span. An individual vortex pair is indicated by a region of
positive vorticity~dashed contour lines! immediately adjacent to a
region of negative vorticity~solid contour lines!. Three complete
pairs are evidenced in the figure. Because these data are obtained
at a different spanwise portion of the channel than where flow
visualizations are observed, direct comparison between the two is
precluded. Upwash regions are positioned between the two vorti-
ces in each pair where fluid with low streamwise momentum fluid
is advected away from the concave surface by secondary flows. In
Fig. 3, central portions of upwash regions are located atZ/d of
about 5.1, 6.0, and 7.1 where gradients of radial vorticity are quite
large and abrupt changes in the signs of these vorticity compo-
nents occur asZ/d is changed at constantY/d. Downwash re-
gions are positioned between vortex pairs atZ/d of 4.5, 5.5, 6.6,
and 7.6. These are responsible for convection of fluid with high
streamwise momentum from near the channel center to regions
near the concave wall. As a result, gradients of streamwise veloc-
ity are increased near the surface,@29#. Spanwise extents of up-
wash regions are smaller than the downwash regions as a result of
higher pressure fluid existing on the downwash sides of individual
vortices and lower pressure fluid existing on the upwash sides of
individual vortices,@30#.

Examples of velocity profiles measured with laminar flow and
Dean vortex pairs in the channel are presented inFig. 4. These
data are measured at De5125 andx/d5219 near the downstream
end of the curved portion of the channel. The linear behavior,
which characterizes purely laminar behavior and no turbulent
shear stresses near the channel surfaces, is evident fory1,10.
Streamwise mean velocities are lower in the upwash region than
in the downwash region. However, in the normalized coordinates
in Fig. 5, normalized upwash region velocities are higher due to
locally lower friction velocity,@5,19,20#.

Some distortion of the mushroom patterns is apparent inFig. 2
at u5115 deg which is associated with vortex pair unsteadiness
especially in the spanwise direction. These motions and distor-
tions are more apparent atu5125 deg and often associated either
with undulating wavy motions,@20#, and or spanwise wave num-
ber selection resulting from splitting and merging of vortex pairs,
@19#. Undulations are unsteady oscillations and side-slipping of
vortex pairs at relatively low frequency. Such wavy motions ap-

Fig. 4 Normalized streamwise mean velocity profiles at three
different spanwise locations at De Ä125 and x ÕdÄ219

Fig. 5 Time sequence of 11 smoke visualization photographs
and sketches illustrating how one vortex pair may be engulfed
by an adjacent vortex pair followed by the emergence of a vor-
tex pair from the near-wall region for De Ä100 at a streamwise
location 105 deg from the start of curvature. Photographs are
spaced apart by 1 Õ30 second intervals. The streamwise direc-
tion is into the plane of the plot, the concave surface is on the
bottom of each photograph, and the convex surface is on the
top of each photograph.
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pear as periodic spanwise-rocking of vortex pairs, along with pe-
riodic changes in the direction of upwash regions between vortex
pairs @20#.

Undulations are generally observed atu greater than 95 deg for
Dean numbers ranging from 40 to 125,@5,20#. Splitting and merg-
ing are apparent in visualizations at Dean numbers from 60 to
220, @5,19#. As u increases from 125 deg to 135 deg, smoke pat-
terns inFig. 2 are increasingly convoluted and distorted. Higher
levels of radial and spanwise unsteadiness are present from in-
tense undulations, frequent splitting and merging, and possibly
less organized motions.

Figure 5 shows a merging event observed at De5100 at a
streamwise location 105 deg from the start of curvature. Here, the
merging event occurs as the two vortices of opposite sign in two
adjacent pairs move towards each other, collide, and then cancel.
Initially, in photograph~a!, about three and one-half vortex pairs
are present each with a slightly different orientation. As time in-
creases in photos~b!, ~c!, ~d!, ~e!, and ~f!, the slightly smaller
middle vortex pair starts to tilt such that the upwash region
reaches an angle of about 60 deg from the plane of the concave
wall. The left-most pair does the same thing, but in the opposite
direction, as the two vortex pairs move closer to each other. The
two pairs on the left sides of photographs inFig. 5 then appear to
collide in photograph~g!. As this happens, the two adjacent vortex
pairs cancel, and in doing so, cease to exist. A single vortex pair
then replaces the prior existing two pairs in subsequent photo-
graphs ~h!–~k!. According to Bottaro@31#, the bending of the
vortices inFig. 5 comes from an attraction or repulsion of neigh-
boring vortex pairs caused by the Eckhaus instability. The initial
step of merging~and splitting! processes thus involves instability
of vortex pairs to spanwise perturbations@32#, a part of the pro-
cess which may be described by linear theory. As the process
continues, nonlinear effects become important. Even though the
photo sequence inFig. 5 shows the timewise variation of flow

patterns, the merging event is the result of a flow which evolves
spatially as well as temporally with significant changes over small
streamwise distances.

Twisting and Longitudinal Velocity Fluctuations. Twisting
is a high intensity vortex rocking motion of the Dean vortex pairs
~when viewed in spanwise-normal planes!, which generally occurs
continuously at frequencies which depend upon the Dean number
and location, with occasional transient occurrences at lower fre-
quencies,@5,20#. As De increases at a particularx/d, or asx/d
increases at a particular De, twisting first appears in upwash re-
gions near the concave surface. With additional development,
twisting produces intense large-scale oscillations about upwash
regions which correspond to variations in time and space of the
streamwise velocity and secondary flows near the concave wall,
@20#. As the Dean number increases from 150 to 200, the largest
time-averaged magnitudes of the square of longitudinal velocity
fluctuations from twisting occur away from the channel walls at
Y/d from 0.2 to 0.4, and then throughout upwash regions near the
concave wall,@20#.

Shown inFig. 6 are power spectra of time records of voltages
from a hot-wire probe sensing velocity fluctuations~mostly in the

Fig. 6 Temporal power spectra of the voltage signals from a
hot-wire sensor placed at YÕdÄ0.5 and ZÕdÄÀ12.25 „near an
inflow region … at a streamwise location uÄ112 deg from the
start of curvature. Individual spectra are given for De of 141,
145, 150, and 156 show the fundamental and two harmonic fre-
quencies associated with twisting vortices.

Fig. 7 Variation of the time-averaged magnitude of the square
of the longitudinal fluctuating velocity with Dean number De at
three different locations across the channel cross section at
x ÕdÄ219

Fig. 8 Normalized streamwise mean velocity profile at De Ä401
and x ÕdÄ219
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longitudinal direction! sampled at one point in the flow atY/d
50.5 andZ/d5212.25 and a streamwise locationu5112 deg
from the start of curvature. For De corresponding to 141, 145,
150, and 156, this location is within a vortex with negative vor-
ticity levels and near an upwash region. In this figure, nondimen-
sional frequencies are given asf 52pn(d/2)/Ū, wheren is the
frequency in Hz, and values ofŪ employed inFig. 6 correspond
to De5145. Referring to data inFig. 6 at this Dean number, the
broad peak centered nearf 52.5 corresponds to the principal fre-
quency of twisting vortices. Two harmonics are seen atf 54.9 and
f 57.4. On the high frequency side of the principal peak, flow
background noise levels are about two orders of magnitude lower
than the local maximum. As the Dean number increases from 141
to 156 inFig. 6, principal and harmonic peaks become higher in
magnitude and more apparent relative to power levels of back-
round fluid motions. Qualitatively similar spectra are observed at
a variety of locations in spanwise/radial planes located from 112
deg to 120 deg from the start of curvature, and at a variety of De
ranging from 129 to 200,@20#. The amplitudes of principal peaks
from twisting are strongly dependent upon Dean number, as well
as on the location within the vortex pair structure. The principal

frequency in the twisting portions of spectra usually lies between
n555 Hz and 90 Hz~or betweenf ranging from 1.6 to 3.3!.

Additional information on variations of time-averaged magni-
tudes of the square of the fluctuating velocity,u82, is given inFig.
7. These results provide additional insight into curved channel
transition, and are obtained in a cross-sectional plane located at
x/d5219, which coversZ/d from 4 to 8 andY/d from 0.1 to 0.8.
Maximum u82 values are shown along with values measured in
the upwash region of a vortex pair atY/d50.1 andY/d50.5. The
u82 increases which occur as Dean number increases from 0 to
130 occur mostly from:~i! unsteadiness as the vortices initially
form near the concave surface as tiny Go¨rtler vortices and are
particularly sensitive to small amplitude perturbations and span-
wise wave number selection,@5,19#, ~ii ! undulating motions,@20#,
~iii ! splitting, merging, and spanwise wave number selection of
fully formed vortex pairs,@19#, and~iv! unsteadiness from random
perturbations occurring at the channel inlet,@5,19,21#. The u82

variations shown inFig. 7 at De from 130 to 200 are due to
twisting, @20#. Here, significantu82 are present only within up-
wash regions between the vortices in each pair where twisting
motions are initially most intense. The maximumu82 which occur
within these upwash regions are located betweenY/d50.1 and
Y/d50.5.

At Dean numbers between 200 and 300, twisting continues to
be present, as mentioned, andu82 continues to increase with De.
In addition, the maximumu82 in the cross-sectional plane mea-
sured occurs atY/d50.1. Time-averaged surveys ofu82 at these
conditions continue to show regions with locally increasedu82

magnitudes located within and near vortex pair upwash regions.
Afterwards, at higher De, the late-transitional ‘‘turbulent-like’’ be-
havior, characterized by the mean velocity profile inFig. 8 is
present. Time-averaged turbulence structure then increases only
very gradually with Dean number at each cross-sectional plane
location.

The normalized velocity profile presented inFig. 8 is given for
De5401. The profile is at the downstream end of the curved por-
tion of the channel atx/d5219, which probably indicates that
transitional events, like twisting, occur upstream. This is because
the twisting secondary instability is important in initiating the
transition process in curved channels. Twisting occurs at the
downstream end of the channel after Dean vortex pairs are already
present, and either partially developed or fully developed. Other
transitional events then occur at locations which are progressively
upstream as the Dean number increases.

Streamwise Development of Spanwise-Averaged Nusselt
Numbers. Spanwise-averaged Nusselt numbers are presented as
dependent upon normalized streamwise distance inFig. 9 for
Dean numbers of 100, 327, 629, and 905. Results from the con-
cave and convex surfaces are given at differentx/d for each Dean
number to illustrate the effects of streamwise development and
curvature~at x/d from 120 to 240!. Note that the data presented
for x/d50 – 120 are measured on the straight portion of the chan-
nel, and the data presented forx/d5120– 240 are measured on the
curved portion of the channel shown inFig. 1.

Results from the straight portion of the channel (0<x/d
<120), presented inFig. 9, provide several important checks on
the experimental data for all four Dean numbers. First, Nusselt
numbers measured on both sides of the channel~labeled concave
and convex even though they are on the straight channel segment!
are nearly equal at each streamwise location. This evidences two-
dimensional velocity and thermal field development, and validates
the measurement procedures used. This is additionally important
because the flow at the end of the straight channel section, at
x/d5120, provides the thermal and velocity inlet conditions for
the curved portion of the channel.

A second check is provided by thetrendsof the Nusselt number
data with respect to streamwise distance in the straight portion of

Fig. 9 Forced convection Nusselt numbers as dependent
upon x Õd for Dean numbers of 100, 327, 629, and 905
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the channel. For the lowest three Dean numbers, the decrease of
Nu with x/d is consistent with thermal boundary layer develop-
ment in the upstream part of the straight portion of the channel.

The third check is provided by Nusselt number data at De
5100, and De5327. In both cases, Nu magnitudes near the down-
stream end of the straight portion of the channel~at x/d from 80
to 120 for De5100 and De5327! are near 8.24, the Nusselt num-
ber value expected for a spanwise-infinite, straight channel with
fully developed, two-dimensional laminar flow and constant heat
flux thermal boundary conditions.

Figure 9 shows that Nusselt numbers measured on the concave
surface are generally consistently higher than values measured on
the convex surface in the curved portion of the channel~at x/d
from 120 to 240!. This occurs regardless of the Dean number, as
the influences of concave curvature impose themselves on the
flow. The initial increases which occur asx/d exceeds 120 to 130
are due to secondary flows which result as tiny Go¨rtler-like vor-
tices initially form near the concave surface of the channel. These
are formed by the unstable stratification of angular momentum in
the curved portion of the channel which eventually results in the
development of Dean vortex pairs. The Dean vortex pairs are
generally associated with:~i! more intense secondary flows with
greater spatial variations near the concave surface than near the
convex surface, and~ii ! more unsteadiness near the concave sur-
face than near the convex surface, particularly at Dean numbers
greater than 200@19,20,29,31,32#.

The Nusselt numbers inFig. 9 for De5327 show some simi-
larities to the De5100 data, but also important differences. For
example, both data sets show higher Nusselt numbers on the con-
cave surface compared to the convex surface in the curved part of
the channel~at x/d.120). At largerx/d, concave surface Nusselt
numbers for De5327 show another important increase~which is
not present when De5100! as the channel flow is advected down-
stream. This occurs asx/d increases from 156 to 180 at De5327,
and is associated with significantly increased flow unsteadiness,
which is associated with the twisting secondary instability, which
occurs either at these same streamwise locations or at locations
upstream. Twisting is known to affect Nusselt number distribu-

tions and local flow behavior at Dean numbers as low as 130–150
depending on the streamwise location in the channel relative to
the start of curvature.

Notice that the Nusselt number results for De5100 inFig. 9 do
not show any significant change at positions corresponding to the
flow visualization photographs presented inFig. 2 for u of 85 deg,
95 deg, and 105 deg. Thus, the dramatic flow visualization pattern
changes associated with increased vortex development with
streamwise distance shown inFig. 2, do not cause significant
changes to unsteadiness or thermal transport.

The Nusselt number increases~relative to pure laminar values!,
which are evident inFig. 9 at x/d,120 for De5629 and De
5905, are due to transitional events which are present in the
straight part of the channel. These events are probably similar to
ones which nominally occur in straight pipes and channels with
transitional flow. The most important events are ‘‘slugs’’ and
‘‘puffs’’ of turbulence, @1,2#. According to Stettler and Hussain
@2#, ‘‘slugs’’ originate from instability waves of entry region
boundary layers, whereas ‘‘puffs’’ are ‘‘debris of relaminarization
of fully turbulent flow induced at the entry by large disturbances
or roughness~which can be an orifice, grid, disk, etc.!’’. The in-
stabilities which produce ‘‘slugs’’ include modified To¨llmein-
Schlichting waves which are often followed or accompanied by
packets of small longitudinal vortices in near-wall boundary layer
regions. Something similar to these events, most probably
‘‘slugs,’’ is speculated to be occurring quite frequently in the
straight portion of our channel at De.400 at locations evidenced
by local Nusselt number increases withx/d relative to values for
two-dimensional laminar channel flow. As mentioned earlier,
these initial transitional flow events are located progressively up-
stream through the straight portion of the channel as the Dean
number increases from 400 to 1084. These produce disturbances
which then advect downstream by different distances as the Dean
number changes to produce different initial conditions at the en-
trance of the curved portion of the channel atx/d5120.

The results presented at different De inFig. 9 are thus also
important because they indicate that Dean vortex pairs are not
only present in the channel at Dean numbers up to 1084, but that
they also strongly influence thermal flow field behavior. As for the
results at lower Dean numbers, significant differences in Nusselt
numbers between the concave and convex surfaces occur for the
different Dean numbers, when compared at the samex/d, in spite
of ~i! different transitional and turbulent flow events upstream,
and ~ii ! different thermal and velocity conditions present atx/d
5120, at the inlet of the curved portion of the channel. Here,
transition refers to local or global disturbances or turbulence
which result in Nusselt numbers which are higher than values
which exist with undisturbed laminar at the same location in the
channel.

Spanwise-Averaged Nusselt Numbers at Different Dean
Numbers. Some of the results fromFig. 9 are again plotted in
Fig. 10, along with additional Nusselt number data sets for De of
218, 549, 709, 831, and 1084. In the top portion ofFig. 10, data
measured on the concave surface for all Dean numbers are plotted
together. In the bottom portion ofFig. 10, the convex surface data
for all Dean numbers are plotted together.

The Nusselt number data inFig. 10 for De5218 represent pure
laminar behavior in the straight portion of the channel (0,x/d
,120). Here, Nu values first decrease withx/d and then become
approximately constant withx/d at x/d580– 120, where values
are close to 8.24. As mentioned, this Nusselt number is the ex-
pected value for fully developed flow in a straight channel with
infinite aspect ratio and constant heat flux boundary conditions. As
mentioned earlier, Dean vortex pairs form soon after the flow
enters the channel atx/d just greater than 120. Near the down-
stream end of the channel, the Dean vortex pairs at De5218 then
develop the twisting secondary instability,@20#, which causes
Nusselt numbers from the concave surface to increase asx/d in-

Fig. 10 Forced convection Nusselt numbers as dependent
upon x Õd for Dean numbers of 218, 549, 709, 831, 905, and 1084
for the concave and convex channel surfaces
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creases from 180 to 204. Convex surface Nusselt numbers at these
locations, on the other hand, are relatively unaffected by the twist-
ing instability at this experimental condition.

Figure 10 shows that additional important Nusselt number in-
creases withx/d occur at smallerx/d as the Dean number in-
creases from 549 to 1084. In contrast to the Nusselt number varia-
tions from twisting, these changes occur in the straight portion of
the channel and affect both channel surfaces. Such local Nusselt
number increases occur asx/d increases from 36 to 84 at De
5709, asx/d increases from 36 to 60 at De5831, asx/d in-
creases from 12 to 60 at De5905, and atx/d up to 36 at De
51084. Each of these is due to transitional events, most likely
local ‘‘slugs’’ of turbulence which originate from instability waves
of entry region boundary layers,@1,2#. These cause initial heat
transfer coefficient augmentations relative to pure laminar values
to be located progressively upstream~at smallerx/d) as the Dean
number increases.

Figure 10also shows that Nusselt numbers on both the concave
and convex channel surfaces at De5709 are significantly higher
than values measured at De5218 and at De5549, except for
x/d,36. This Nusselt number trend continues forx/d,84 as the
Dean number increases even further to 831, 905, and 1084, since
Nusselt numbers continue to increase with De at eachx/d within
this range. Another interesting feature of the Nusselt number data
in Fig. 10 is the trend followed by the results measured in the
straight portion of the channel (0,x/d,120). For each Dean
number from 709 to 1084, Nusselt numbers just downstream of
the transition region~i.e., x/d.84 for De5709, x/d.60 for De
5831, 905, and 1084! follow a single family of curves. The
curves in the family show weak dependence on Dean number, and
each curve in the family has about the same slope when compared
at the samex/d. This uniformx/d dependence of the curves in the
family at x/d from 60–84 to 120 thus represents Nusselt number
behavior for both channel surfaces in a near fully turbulent
straight channel with developing thermal boundary layers.

As each of these flows~De5709, 831, 905, and 1084!
progresses through the curved portion of the channel (120,x/d
,240), concave sideNusselt numbers inFig. 10 again follow a
single family of curves. Here, Nusselt numbers again show uni-
form dependence onx/d when compared at the samex/d at all De
in this range, and weak dependence on Dean number at eachx/d.
All of the curves thus have about the same slope when compared
at the samex/d. In this case, the family of curves represents
Nusselt number behavior on the concave surface in a fully turbu-
lent ~or near fully turbulent! curvedchannel with thermal bound-
ary layers which are close to being fully developed.

Nusselt numbers measured at De equal to 709, 831, 905, and
1084 on theconvexside of the channel inFig. 10 also roughly
collect into a single family of curves, however, these data show
different slopes at different Dean numbers when compared at the
samex/d. Two distinctly different types of convex surface behav-
ior are also apparent inFig. 10 for this range of Dean numbers,
which are located at 120<x/d,180, and 180<x/d,228. For the
latter region,convexside Nusselt numbers at different Dean num-
bers diverge slightly from each other asx/d becomes greater than
180.

Summary and Conclusions
Heat transfer and flow structure are described in a channel with

a straight portion followed by a portion with mild curvature at
Dean numbers from 100 to 1084. The channel aspect ratio is 40,
radius ratio is 0.979, and the ratio of shear layer thickness to
channel inner radius is 0.011. The data presented included flow
visualizations, and spanwise-averaged Nusselt numbers. Also in-
cluded are time-averaged turbulence structural data, time-
averaged profiles of streamwise velocity, spectra of longitudinal
velocity fluctuations, and a survey of the radial time-averaged
vorticity component. Different flow events are observed including
laminar two-dimensional flow, Dean vortex flow, wavy Dean vor-

tex flow ~in both undulating and twisting modes!, splitting and
merging of Dean vortex pairs, transitional flow with arrays of
Dean vortex pairs, and fully turbulent flow with arrays of Dean
vortex pairs.

At all Dean numbers investigated from 100 to 1084, spanwise-
averaged Nusselt numbers measured on the concave surface are
significantly higher than values measured on the convex surface at
x/d from 120 to 240 in the curved portion of the channel. Thus,
Dean vortex pairs are not only present in the channel when the
flow is laminar, transitional, and turbulent, but they also strongly
influence thermal flow field behavior. Overall Nusselt number
variations with De andx/d also suggest that the thermal boundary
layers responsible for the Nusselt number variations are dependent
upon upstream initial conditions in addition to transitional distur-
bances and levels of turbulence intensity very near the measure-
ment location.

At De up to 300, the phenomena most responsible for the
higher concave Nusselt numbers are~i! vortex pair secondary
flows, and~ii ! unsteadiness. Both of these result from the initial
development of Dean vortex pairs near the concave surface in the
form of tiny Gortler-like vortices whose spanwise wavelength se-
lection mechanisms and growth rates are very receptive to small
departures from ideal flow conditions and to disturbances in the
oncoming stream.

As De become greater than 150, significant Nusselt number
increases are present on the concave and convex surfaces in the
downstream part of the curved channel segment atx/d.158. Af-
ter this initial increase, concave surface Nusselt numbers at a par-
ticular streamwise station continue to increase with Dean number
by important amounts, whereas convex Nu values do not. This is
due to the twisting wavy secondary instability, which, with the
unsteady events caused by it, play important roles in augmenting
local thermal transport levels.

At each Dean number investigated from 500 to 1084, important
Nusselt number increases withx/d occur in the straight portion of
the channel at each Dean number due to laminar-to-turbulent tran-
sitional phenomena. The Nusselt number increases are believed to
be due to local transitional ‘‘slugs’’ or ‘‘puffs’’ of turbulence,
@1,2#, which cause initial Nusselt number augmentations relative
to pure laminar values to be located progressively upstream as the
Dean number increases.

Downstream of these events, flow is turbulent or near-fully tur-
bulent at De from 500 to 1084, and Nusselt numbers in the
straight portion of the channel atx/d from 0 to 120, and in the
curved portion of the channel (120,x/d,240), collect into a
single families of curves. These Nusselt number data thus repre-
sent fully turbulent or near fully turbulentstraight channel flow
andcurvedchannel flow with thermal boundary layers which are
close to being fully developed.
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Nomenclature

Ach 5 cross-sectional area of the channel
b 5 spanwise width of heated test surface

Cp 5 specific heat at constant pressure of air
d 5 channel thickness

De 5 Dean number, (Ūd/n)(d/r i)
0.5

DH 5 hydraulic diameter
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f 5 nondimensional oscillation frequency
h 5 spanwise-averaged heat transfer coefficient,q̇conv9 /(tw

2tm)
k 5 thermal conductivity

ṁ 5 mass flow rate of air in channel
n 5 dimensional oscillation frequency

Nu 5 spanwise-averaged Nusselt number,hDH/k
Pr 5 Prandtl number

q̇conv9 5 convective heat flux from test surface
Re 5 Reynolds number,Ūd/n
r i 5 radius of convex or inner channel surface
t 5 time-averaged local temperature

tm 5 time-averaged mixed-mean temperature
tm-inlet 5 time-averaged mixed mean temperature at channel

entrance
tw 5 time-averaged local wall temperature
uu 5 local streamwise velocity
u8 5 fluctuating component of local streamwise velocity

u1 5 nondimensional local streamwise velocity,uu/ut
ut 5 friction velocity
Ū 5 spatially averaged bulk mean velocity
x 5 streamwise distance from location where heating be-

gins
X 5 streamwise distance from channel inlet at nozzle exit
Y 5 distance normal from the concave channel surface

y1 5 nondimensional distance from concave surface,
Yut /n

Z 5 spanwise distance from channel spanwise centerline

Greek

n 5 kinematic viscosity
u 5 angular position along curved portion of the channel

Dx 5 streamwise distance from the beginning of heating to
the streamwise location of interest

v r 5 normal or radial component of time-averaged vortic-
ity

Superscript

¯ 5 time-averaged value
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Intermittency Transport Modeling
of Separated Flow Transition
An intermittency transport model is proposed for modeling separated-flow transition. The
model is based on earlier work on prediction of attached flow bypass transition and is
applied for the first time to model transition in a separation bubble at various degrees of
freestream turbulence. The model has been developed so that it takes into account the
entrainment of the surrounding fluid. Experimental investigations suggest that it is this
phenomena which ultimately determines the extent of the separation bubble. Transition
onset is determined via a boundary layer correlation based on momentum thickness at the
point of separation. The intermittent flow characteristic of the transition process is mod-
eled via an intermittency transport equation. This accounts for both normal and stream-
wise variation of intermittency and hence models the entrainment of surrounding flow in
a more accurate manner than alternative prescribed intermittency models. The model has
been validated against the well-established T3L semicircular leading edge flat plate test
case for three different degrees of freestream turbulence characteristic of turbomachinery
blade applications.@DOI: 10.1115/1.1748393#

Introduction
The proper prediction of the laminar-to-turbulent transition pro-

cess is one of the most challenging and important problems hin-
dering the development of more accurate computational tools. In
fact, determining the state of the flow is of paramount importance
if modeling complex flow for blade design optimization is to be
achieved.

Transition is characterized by the eruption of turbulent spots
first recorded by Emmons@1#. Subsequent studies have high-
lighted the intermittent behavior of the flow across the transition
region. The concept of intermittency, as a measure of the prob-
ability of a given point to be inside the turbulent region, has
evolved from the need to distinguish between uniform and ran-
dom behavior of the flow along this intermittent region. The
widely accepted function describing the streamwise evolution of
the intermittency factor proposed by Dhawan and Narasimha@2#
has led to the foundation of an extensive field of research in the
field of transition modeling.

Various correlation methods accounting for the different param-
eters of the flow have been developed to account for the extent
and form of the flow inside this region as reviewed by Dhawan
and Narashima@2#.

Despite performing in a wide range of flow types with various
degrees of success, these methods are often restricted to the nar-
row range of flows which comply with the assumptions under
which these were derived. The latter has motivated the search for
alternative techniques to account for the intermittent nature of a
transitional flow which may account for more of the physics in-
volved and at the same time share enough degree of universality
as to comply with the requirements posed by current aerodynamic
design tools.

Thus, a transport equation for the intermittency is proposed in
this study. It is based on the intermittency transport equations by
Byggstøyl and Ko¨llmann @3#, Cho and Chung@4,5#, and Savill
@6,7#. The intermittency is not prescribed as a constant over a
streamwise profile. Also, the application to three-dimensional flow

simulation is convenient. The mathematical formulation of the
equation, and its coupling with a two-equation turbulence model
is presented in the first part of the paper.

To illustrate its capabilities, the validation against a transitional
bubble test case has been conducted. Such transitional flow is
common in gas turbines as discussed by both Mayle@8# and
Walker @9# and may occur in an overspeed region near an airfoil’s
leading edge as observed by Sommers@10#.

Mathematical Model

Transition Model. The choice of transition model was moti-
vated by the need to fulfill the three numerical requirements,
namely, no use of normal-to-wall distance, simple source terms
and straightforward boundary conditions as summarized by Katl-
itzin et al. @11#. The purpose of such an approach was to develop
a method that could be applied to a wider range of test cases and
could be extended to the prediction of three-dimensional geom-
etries. Such approach is in clear contrast with most of the present
correlation methods often restricted to two-dimensional geom-
etries and dependent on flow parameters that make their applica-
tion restricted to similar cases to those from which were initially
derived.

Given the importance manifested by the intermittent effect of
the flow at the outer portion of the boundary layer, the present
work adopted a differential model for the intermittency factor.
These tackle the problem of modeling the intermittency factor in
the flow equations themselves. Two major arguments support the
use of such approach. First, it allows the modeling of unbounded
intermittent flows such as free-shear layers such as those encoun-
tered in separation bubbles and confluent wakes. Second, three-
dimensional extension of the model does only require the compu-
tation of additional derivates and is not restricted as correlations
are.

The present study adopted a combination of earlier modeling
approaches by Byggstøyl and Kollmann@2,12,13#, Cho and
Chung@4,5#, and Savill@6,7#. Byggstøyl and Kollmann derived an
intermittency transport equation which was coupled with condi-
tioned Navier-Stokes equations and was used to compute free-
shear wakes. Based on this work Cho and Chung presented an
integrated high Reynoldsk-«-g approach which removed the
conditioning and was successfully used to predict far wake turbu-
lence and various jet flows. Savill@6# was the first to extend
similar approaches to predict boundary layer transition by cou-
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pling it to a low-Re Reynolds stress model to model transition on
a flat plate at various degrees of freestream turbulence.

The present departs from the exact intermittency transport
equation in its form firstly derived by Dopazo@14#

]g

]t
1uj

]g

]xj
5Dg1Sg (1)

whereDg represents the diffusion due to the relative motion of
turbulent and nonturbulent zones andSg the combination of vari-
ous terms determining the generation and destruction of intermit-
tency across the interface.

The form adopted for the diffusion term kept the original form
proposed by Byggstøyl and Kollmann@12#
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based on the velocity jump model of Lumley@15#.
Modeling of the source termSg required more detailed consid-

erations with regard to the various factors determining the growth
of intermittency across the transition region. The variation of in-
termittency across turbulent/non-turbulent interface was recast as
the result of four major contributions

Sg5Sg
~1!1Sg

~2!1Sg
~3!1Sg

~4! (3)

The first term was modeled such as to account for the produc-
tion of intermittency as proportional to the increase in turbulent
kinetic energy while fulfilling the boundary condition, 0,g,1.
The original form of the term was retained, reading

Sg
~1!5Cg1g~12g!

Pk

k
(4)

The second term in Eq.~3! was modeled to reflect the transport
of mass and momentum caused by spatial inhomogeneity as dis-
cussed by Byggstøyl and Kollmann@12#. The present work
adopted a modified form of the term proposed such that

Sg
~2!5Cg2g
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«

]g

]xi

]g

]xi
(5)

Such modification was adopted in light of the extensive experi-
mental studies on both boundary layer transition and edge inter-
mittency effects suggesting that the inhomogeneity of the flow
becomes more influential as the flow enters the turbulent state.

The dissipation of intermittency is accounted for by the third
term,Sg

(3) , which kept the form proposed by Byggstøyl and Koll-
mann which reads

Sg
~3!52Cg3g~12g!

«

k
(6)

in order to account for decaying homogeneous turbulence not
maintained by external flow or boundary conditions.

The last term on the right-hand side of Eq. 3 was introduced
based on the model of Cho and Chung@4# to account for the
entrainment effect. The rate of entrainment is not dependent on
the magnitude of the fluid viscosity. Thus, it is plausible to believe
that the overall rate of entrainment is set by large-scale parameters
of the flow. This term read

Sg
~4!52Cg4g~12g!

«

k
G (7)

where the intermittency interaction invariant,G, read
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The modeling of this term is of special concern for the predic-
tion of separation bubbles. As argued by Roberts, in a discussion

of Mayle’s work, @8#, it is the entrainment process that ultimately
determines the size of boundary layer separation bubbles.

The resulting transport equation for the intermittency factor
thus reads
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The transport equation could easily be introduced in the two-
equation turbulence model framework by employing a condi-
tioned eddy viscosity formulation as suggested by Simon and
Stephens@16#. Thus, the effective eddy viscosity was defined as

m t5gm t* (10)

wherem t* represents the eddy viscosity calculated from the base
two-equation turbulence model employed.

As pointed out by Cho and Chung@5#, indications suggest that
the rate of dissipation at a point must be dependent on the inter-
mittency. Such view is supported by those of Rodi and Scheuerer
@17# with regard to the overpredicted skin friction values achieved
by current two-equation models under adverse pressure gradient
flows. These arguments motivated the introduction of an addi-
tional term into the dissipation rate equation with the form

S«5C«3G (11)

where the new defined constant had a value ofC«350.10. The
dependency of the additional source term onG is appropriate as its
form suggests that its influence will be confined to regions with
acceleration.

Finally, the model constants were defined as

Cg151.60, Cg250.15, Cg350.10, Cg450.16, sg51.0
(12)

based on those values derived by Savill@6#.

Transition-Onset Location. Under high levels of freestream
disturbances, the increased receptivity of the flow to these external
perturbations at the separation point results in the failure of
attached-flow correlations such as those of Dhawan and
Narasimha@2#, Abu-Ghannam and Shaw@18# Solomon et al.@19#,
and Mayle’s,@8#, attached-flow correlation. This is mostly due to
the fact that the growth of these disturbances in the separated
shear layer is not accounted for by any of these correlations.

Mayle @8# proposed, after gathering data from extensive experi-
mental investigations on separation bubbles, the start of transition
to be determined by

xst'xs1A Reus

0.7
us

Reus

(13)

where the subscripts denotes separated flow conditions andu and
Reu denote momentum thickness and momentum thickness Rey-
nolds number, respectively. In the present context, separation was
detected once the pressure gradient parameter had reached the
value of lus

520.082. In the present study the constantA takes
values of 300 suggested by Mayle@8#.

Baseline Turbulence Model. The k-« model of Yang and
Shih @20# was chosen as baseline turbulence models following
earlier assessment of the model by Vicedo@21#. The consistency
of the model in freestream regions and the use of the Kolmorogov
scale close to the wall, together with the implications of a unique
well-behaved wall function and well-posed boundary conditions
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were decisive factors for the choice of the model as baseline for
the present work.

The addition of an upper bound for the turbulent time-scale
based on the work by Durbin@22# was found necessary to avoid
the overproduction of turbulent kinetic energy in stagnation re-
gions such as those encountered at the leading edge of an airfoil.

The methodology used during the present investigation forced
the eddy viscosity,m t , to be zero in regions inside the boundary
layer where the flow was laminar. All source terms in the turbu-
lence model and the intermittency transport equation were there-
fore multiplied by an indicator function,I (x,y), such thatI 50 in
a laminar region andI 51 otherwise. Convection and diffusion
terms were implemented without modifications to allow the tur-
bulent quantities to convect and diffuse through the laminar
region.

The final form of the model read

D
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with the eddy viscosity

m t5rCm f mkTtg.

The time scale formulation follows the form proposed by Yang
and Shih@20#. A bound is imposed based on the derivation by
Durbin @22#
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The reason behind this limiting value lies in the fact that it is
common to come across unrealistic prediction of turbulent kinetic
energy in stagnation points. This may result in leading-edge lami-
nar flows to be predicted as turbulent with the consequent wrong
estimation~if any! of the appearance of separation bubbles.

The wall function,f m , is given as a function of Re5k1/2y/n l

f m5A12exp~2a1 Rey2a2 Rey
22Rey

3! (18)

with a151.531024, a255.031027, and a351.0310210. The
dependency of the model on wall distance can be removed by
employing Rey5k/Sn l and a153.031024, a256.031025 and

a352.031026 as suggested by Yang and Shih@20#.
Finally, the constants of the model read

Cm50.09, C«151.44, C«251.92, sk51.0, s«51.3.
(19)

Computational Scheme
The CFD code NEWT developed by Dawes@23# was used to

solve the equations of motion. In NEWT, equations are discretized
in finite volume form on tetrahedral control volumes. Vertex-
based storage is used and spatial discretization of the governing
equations is achieved by means of a central differencing scheme
which renders a system of equations in which the primary vari-
ables are assumed to have a linear variation over cell faces be-
tween vertices.

A four-stage Runge-Kuttta method is employed to integrate the
equations to a steady state solution and, to reduce the computa-
tional cost, viscous and artificial dissipation terms are frozen at
the start of each time level. The time step is computed locally
based on the maximum eigenvalues of the convective and diffu-
sive operators.

The use of a pseudo-Laplacian form for the artificial dissipation
operator has proved to be successful for a wide range of flows
calculated in the framework of unstructured meshes as reflected
by the work of Watterson@24#. It is nevertheless true that the

validity of such approach is restricted to meshes of equilateral
tetrahedra and spurious numerical behavior may take place during
the solution procedure in near-wall regions where highly stretched
cells are often defined. Moreover, in near-wall regions, the
strength of the fourth-order operator can be higher in magnitude
that the physical viscous terms and affect the global convergence
of the time-marching solution method.

To tackle these problems a directional scaling approach was
adopted based on the work of Vilmin@25# on the same computa-
tional solver. Local stretching vectors are constructed locally at
each node in the solution domain based on the skewness charac-
teristics of the mesh.

Results and Discussion

Description of Test Case. The test case belongs to the battery
of experiments performed within the ERCOFTAC Special Interest
Group ~SIG! on Transition ~see Savill @26,27#! performed by
Rolls-Royce Plc.~see Coupland@28#!. The geometry employed is
depicted inFig. 1 which sketches the semicircular leading-edge
flat plate tested on the Rolls-Royce Applied Science Laboratory
~RRASL! wind tunnel.

Reynolds number based on leading-edge diameter and
freestream velocity were fixed to Re53293 andU055 m/s, re-
spectively, while the different freestream turbulence values mea-
sured at 6 mm from the leading edge are listed inTable 1. Fol-
lowing preliminary mesh refinement studies, the flow was
computed on a mesh composed by 32,000 nodes and 64,000 cells
with an average density of 30 nodes across the boundary layer
with the first node laying aty1,1.

The different results reported herein correspond to the three
different models employed during the study. Results labeledk-«
correspond to those predictions in which no transition-prediction
tool was used. The set of results labeled byk-«-I correspond to
simulations in which the point-transition criterion was employed
in which transition onset was determined using the Mayle sepa-
rated flow transition correlation described previously. A third
model, labeledk-«-g, was employed which coupled Mayle’s
transition-prediction criterion with the intermittency transport
equation.

Fig. 1 RRASL wind tunnel working section and T3L model ge-
ometry

Table 1 T3L test case topology. Free stream turbulence level
measured at xÄ6 mm from leading edge.

Case Re Tu`,6(%)

T3LB 3293 0.63
T3LC 3293 2.39
T3LD 3293 5.34
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Results for Tu`,6Ä2.39%

Streamline Patterns. Figure 2 shows the separated flow pre-
dicted by the baselinek-« model by means of streamlines and
turbulence kinetic energy contours. Streamline coordinates are re-
ferred to the inlet position where the overall flow incidence is
zero.

The first sign of separated flow is detected at the point at which
the curved surface merges with the horizontal plate,xs /D50.5,
and reattachment takes place atxr /D51.31. Despite the appear-
ance of this separation bubble, both the point at which this ini-
tially takes place and the extent of it are not properly predicted as
shall be illustrated by further comparison against experimental
measurements.

Figure 3 shows the corresponding streamline pattern obtained
by using the transition onset correlation proposed by Mayle. The
use of such correlation resulted in transition onset being deter-
mined atxt /D51.22. This value is in clear disagreement with the
value ofxt /D52.41 reported by Papanicolaou and Rodi@29# who
employed a different transition onset criterion based on both Reu
andTu` on the same experiment.

As a consequence of the imposed laminarity of the flow along
the boundary layer up to the point at which transition is being
predicted, the turbulence generated due to the shearing effect of
the separated flow takes longer to develop. Reattachment thus
takes place further downstream (xr /D51.65) than with the base
k-« model, resulting in a 50% increase in bubble length.

The separated flow pattern predicted by the transition model
k-«-g is shown inFig. 4. Differences are visible when comparing
previous results reported inFigs. 2and3. Despite separation and
transition onset having been predicted at the same locations as
when employing a point-transition criterion (xs /D50.485 and
xt /D51.22, respectively!, the extent of the separated flow is sig-
nificantly larger. Reattachment was predicted atxr /D52.43, 66%
longer with respect to thek-«-I model predictions, and three
times as big as the predicted with the basek-« model.

Figure 5 shows the predicted intermittency distribution. Inter-
mittency is, according to inlet boundary conditions, equal to unity
in the freestream and, by means of the transition onset criterion
used, a value of zero is specified inside the boundary layer region
up to the point at which transition is predicted to take place.

Based on the available experimental data, there is no clear evi-
dence on the location of both start and end of the transition region.
There is, however, enough experimental data to suggest that the
predicted values for intermittency in the recovery region is some-
how underpredicted by the present model.

Despite the lack of intermittency data,Fig. 5 serves to illustrate
the advantages of using the intermittency transport equation as an
alternative to intermittency-prescribed models. The allowance of
the model for diffusion and convection of kinetic energy from the
freestream flow to the boundary layer and the varying normal

Fig. 2 Streamlines „above … and kinetic energy contours „be-
low … for k -« transition free for Tu `,6Ä2.39%

Fig. 3 Streamlines „above … and kinetic energy contours „be-
low … for k -«-I model for Tu `,6Ä2.39%

Fig. 4 Streamlines „above … and kinetic energy contours „be-
low … for k -«-g model for Tu `,6Ä2.39%
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distribution of intermittency across it are major strengths of the
model and confirm the validity of the model for modeling edge
intermittency as originally intended.

Additionally, streamwise development of intermittency is well
accounted for, with transition length varying accordingly depend-
ing on the streamline chosen. Taking into account such effects is
thought to be of utmost importance if the phenomena taking place
on wake/boundary layer interactions are to be correctly modeled
in the future.

The presence of intermittent flow inside the separation bubble
is a common feature in separation bubbles and as shown by the
predictions, such effect is accounted for by the model as opposed
to other prescribed-intermittency models which do not account for
normal variation of intermittency factor across the boundary layer.
This has important implications with regard to the estimation of
viscous losses in such types of flows as the use of a prescribed
intermittency model for the present test case would have resulted
in turbulent kinetic energy production being overpredicted in re-
gions close to the computed transition onset location. This would
inevitably result in improper account for entropy generation and
thus in a wrong estimation of drag.

Boundary Layer Profiles. Figures 6 and 7show a sequence
of velocity profiles predicted with the three methods employed.
Comparison is made against experimental measurements. Accord-
ingly, all models predict the first signs of separation at the region
where the curved surface becomes horizontal (x56 mm) and a
similar initial development of the separated flow (x58 mm).

First significant discrepancies are observed at a streamwise lo-
cation ofx511 mm. These are more pronounced with respect to
the basek-« model which denotes that the flow is already im-
merse in the recovery region and reaches reattachment shortly
after the sequence atx513 mm.

Both transition models,k-«-I andk-«-g, still predict values is
agreement with experimental observations up to this stage. The
width of the separated zone, however, is clearly underpredicted by
the k-«-I model. As a consequence earlier reattachment is pre-
dicted atx517 mm.

Predictions with thek-«-g model, on the other hand, show a
much closer agreement with the experiment. The prediction of the
proper maximum width of the separation bubble results in closer
agreement with the extent of the separated region. The closer
agreement achieved with the transition model along the constant
velocity region contrasts with the departure from experimental
observations as the flow enters the pressure recovery zone and
moves towards reattachment as demonstrated by measurements at
x521 mm andx523 mm.

Integral Parameters. Skin friction values predicted with the
various models are illustrated inFig. 8 and compared against
experimental calculations. Predictions for displacement thinck-
ness,d* , are also included.

Results confirm the behavior observed during the comparison
between predicted and measured boundary layer velocity profiles.

The apparent overprediction of bothd* in the separation bubble
may not be so if special attention is placed on the measurement
techniques employed during the experimental investigation. No
negative flow measurements of the streamwise velocity were per-
formed during data-gathering and hence experimental values
should be expected higher if complete integration across the
boundary layer was performed.

Results for Tu`,6Ä0.63%. Figure 9 shows predicted dis-
placement thickness and skin friction values for case T3LB. Again
the blockage imposed by the separation bubble is better per-
ceived by the intermittency transport model which overpredicts
measurements as expected due to the absence of reverse flow
measurements.

Separation is again predicted similarly by all three models at
the region where the curved surface merges with the horizontal
plate, xs /D50.485. The differences in bubble extent predicted
with both k-«-I and k-«-g models are now more pronounced
than in earlier cases with higher freestream turbulence levels.
While reattachment is predicted atxe /D51.82 andxr /D52.13
with both k-« andk-«-I models, respectively, the use of the in-
termittency transport model,k-«-g, significantly improves the
predictions of bubble extent by predicting reattachment atxr /D
52.83.

The other two models employed are shown to underpredict the
width of the separation bubble, mostly as a consequence of an
early prediction of flow reattachment as shown by skin friction
predictions.

The close agreement of thek-«-g model contrasts with the
results achieved by the prescribed intermittency model employed
by Papanicolaou and Rodi@29#. They report predictions of reat-
tachment atxr /D52.91 and thus overestimate the length of the
separation bubble.

Fig. 5 Intermittency factor, g, contours for Tu `,6Ä2.39%

Fig. 6 Velocity profiles across the separation bubble, x experi-
ments, "-" k -« model, - - k -«-I model, k -«-g model
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Reasons for improved modeling of the separated flow region
can be traced to the predicted values for the intermittency factor
shown byFig. 10. The lower level of freestream turbulence re-
sults, accordingly, in a slower evolution of the intermittency factor
along the transition region inside the separation bubble and across
the viscous/inviscid interface. By comparing such predictions with
those achieved for case T3LC, the capabilities of the intermittency
transport equation for accounting for the influence of free-stream
turbulence on the process of transition are thus manifested.

Results for Tu`,6Ä5.34%. Figure 11 shows intermittency
contour plots for case T3LD. Transition is predicted to take place

at xt /D51.18, at a location close to that reported for lower
freestream turbulence levels. This places some concern on the
validity of a transition onset criterion independent of freestream
turbulence levels for the present study.

Regarding the evolution of intermittency across the transition
region, this is predicted to evolve more rapidly, as expected, for an
increased freestream turbulence level. The turbulent kinetic en-
ergy diffused across the boundary layer edge results in intermit-
tency increasing more rapidly in this region, while a stronger
shearing effect results in transition taking place rapidly inside the
separation bubble.

Again, the decrease in intermittency growth rate as the recovery
stage takes place manifests as an ambiguous feature of the model.
Despite the increased intermittency growth expected for such lev-
els of freestream turbulence, transition is still predicted to reach a
stage near completion at which the intermittency factor experi-
ences a lower growth than should initially been expected.

Fig. 7 Velocity profiles across the separation bubble, x experi-
ments, "-" k -« model, - - k -«-I model, k -«-g model

Fig. 8 Comparison of displacement thickness and skin fric-
tion predictions with experimental measurements for Tu `,6
Ä2.39%: "-" k -« model, - - k -«-I model, k -«-g model

Fig. 9 Comparison of displacement thickness and skin fric-
tion predictions with experimental measurements for Tu `,6
Ä0.63%: "-" k -« model, - - k -«-I model, k -«-g model

Fig. 10 Intermittency factor, g, contours for Tu `,6Ä0.63%

Fig. 11 Intermittency factor, g, contours for Tu `,6Ä5.34%
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The presence of higher turbulence intensity in the free-stream
results in shorter separated flow regions.Figure 12 shows the
predicted displacement thickness and skin friction values. The dif-
ferences in bubble extent are now not as pronounced as with
lower levels of turbulence. There is, however, noticeable agree-
ment on the predictions with thek-«-g model of the displacement
effect due to the presence of the separated flow and marked dif-
ferences from those achieved with the other models.

The basek-« model barely predicts any blockage effect caused
by the separation bubble, and the use of a transition onset criterion
such as the one employed by thek-«-I model, although improv-
ing predictions, still does not model correctly the displacement
induced on the flow by the presence of a separation bubble. The
use of the intermittency transport equation in thek-«-g model
enables predictions to bear a closer resemblance with experimen-
tal observations and predicts reattachment atxr /D52.12.

Conclusions
The object of the present study was to test the ability of the

proposed model to predict the effect of variable intensity,
freestream turbulence on the initial development and subsequent
transition to turbulence of a laminar boundary layer undergoing
separation.

Results for various moderate levels of freestream turbulence
have illustrated the improved results achieved in the prediction of
these type of complex flows. The closer resemblance of the results
achieved with the intermittency transport model have shown that
modeling the intermittent behavior of such complex flows leads to
improved predictions than when transition is specified by using a
point-transition criterion.

For higher freestream turbulence levels the validity of the tran-
sition onset criterion has been put into evidence with regard to the
inability to predict sufficient upstream displacement of transition
onset with increasing freestream turbulence as argued by Walker
@9#. Results with the modified intermittency model have neverthe-
less shown improved capabilities with regard to predicting the
extent of the separation bubble.

With regard to the use of the intermittency transport model as
opposed to production term modifications and prescribed models,
the k-«-g model has shown an improved performance when pre-
dicting separation-bubble parameters when compared to earlier
work on the same test case. The differences underlining both ap-
proaches suggest that the allowance of the intermittency model for
the diffusion of freestream turbulence into the boundary layer by
means of modeling the entrainment process is the reason behind
the improvements achieved.

Results have also served to confirm the views posed by Roberts
~Mayle @8#! with regard to the entrainment process being the one
phenomenon determining the extent of boundary layer separation

bubbles. This has further assessed the validity of the form of the
term modeling this phenomenon adopted for modeling this pro-
cess in the intermittency transport equation.
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Nomenclature

Cf 5 skin friction coefficient5tw /(rU`)
D 5 diameter of semicircular leading-edge geometry

Dg 5 intermittency factor diffusion term
I 5 indicator function
k 5 turbulent kinetic energy

Re 5 Reynolds number based on characteristic length
Si j 5 mean strain-rate rate tensor
Sg 5 intermittency factor source term
Tt 5 turbulence time scale

Tu 5 freestream turbulence, percent
ui 5 instantaneous velocity in tensor notation
g 5 intermittency factor
G 5 intermittency interaction invariant
d 5 boundary layer thickness

d* 5 displacement thickness
« 5 rate of dissipation of turbulent kinetic energy

lu 5 pressure gradient parameter
m 5 molecular viscosity of air
m t 5 turbulent viscosity
r 5 density of the fluid

sk5 , s« 5 Prandtl number for the turbulent kinetic energy
and its rate of dissipation

u 5 momentum thickness

Subscripts

r 5 reattachment point
s 5 separation point

st 5 start of transition
w 5 wall boundary
` 5 local freestream conditions

`,6 5 freestream conditions 6 mm from the leading edge
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Acoustic Resonance in
Aeroengine Intake Ducts
A theoretical model is used to investigate the effect of geometry, flow conditions and
acoustic lining on the occurrence of acoustic resonance within aeroengine ducts. Semi-
analytical methods are used to demonstrate that two types of acoustic resonance can be
excited. The first is an intake resonance arising due to axial variation of the intake shape
and the presence of swirling flow downstream of the rotor. The second occurs as a result
of mode trapping between the rotor and stator. Such resonance phenomena may be rel-
evant to the destabilization of the fan and the onset of flutter and rotating stall.
@DOI: 10.1115/1.1776586#

1 Introduction
The excitation of fluid-dynamical and acoustic instabilities

within aeroengines can be a serious problem, particularly since
engines are usually required to operate over a wide range of con-
ditions. The onset of such instabilities can lead to substantial deg-
radation in engine performance and of practical interest are flutter
and/or rotating stall in the fan. In the aerospace industry there has
been much discussion of aerodynamic instabilities associated with
the fan and of the link between these instabilities and the instal-
lation ~type of intake/bypass duct! in which the fan is sited. More
specifically, it has been suggested that the link between the insta-
bilities and the installation is driven by the acoustics of the sys-
tem, with frequent reference to ‘‘cut-on’’ and ‘‘cut-off’’ acoustic
modes. As might be expected, most relevant information is anec-
dotal and remains unpublished. However, Vahdati et al.@1# have
recently published a detailed computational study of the effects of
civil aeroengine intake on fan flutter instability. They made un-
steady CFD calculations of a civil fan with two intakes. The first
was a straight duct, representative of rig intakes. The second was
a flight intake ~though modeled as axisymmetric!. The study
found that the flutter stability dropped sharply for some very nar-
row speed ranges. Moreover, they found that there were signifi-
cant differences between the results obtained for the two intakes.
Separate calculations for the intake alone showed that the insta-
bilities occurred close to the cut-on frequency ahead of the fan,
and that fan flutter and intake duct acoustics are inextricably
linked. Prior to this publication, an analytical model was devel-
oped by Cooper and Peake@2# to represent an aeroengine intake
and fan system~including both the fan and the outlet guide vanes!.
A generic aeroengine geometry was used in order to show how, in
certain parameter regimes, acoustic modes can become trapped in
the intake leading to pure acoustic resonance and the development
of large-amplitude, saturated-state oscillations. In practice, the de-
tection of this type of instability would generally occur at a late
stage in the design process, and there is heavy reliance on rig, or
even full-scale engine testing. Clearly an analytical model of the
form described in@2# could be of great use in defining design
criteria at an early stage.

The physical mechanism for mode trapping identified in Cooper
and Peake@2# arises from properties of the aeroengine geometry
and flow. Axial changes in cross-sectional area of the intake give
rise to turning points within the duct, where an acoustic mode

changes from being cut on~propagating! to cut off ~evanescent!.
At a turning point a mode propagating upstream from the fan must
be reflected into a downstream-propagating mode. Swirling flow
behind the fan plays a crucial role, since a mode which is cut on
ahead of the fan can be cut off by the mean swirl. Therefore an
acoustic mode may become trapped between the fan and a turning
point upstream in the intake duct, leading to pure acoustic reso-
nance. In this paper specific aeroengine geometries and flow con-
ditions are analyzed, and the model of Cooper and Peake@2# is
extended in order to establish which characteristics of the geom-
etry and flow influence mode trapping.

The steady flow in the duct is characterized by bulk axial Mach
numbers in the intake and downstream of the stator, and axial and
swirl Mach numbers between the rotor and stator. The effect of the
fan rotation is expressed in terms of an average blade Mach num-
ber. In Cooper and Peake@2# the flow parameters were treated as
independent, whereas in practical cases they are related by the fan
aerodynamic design. In this paper, by assuming specific relations
between the Mach numbers which approximate real engine prop-
erties, we determine how acoustic resonance is affected by differ-
ent model geometries and flow conditions. The condition for the
onset of acoustic resonance depends on the modulus of the reflec-
tion coefficient for acoustic modes at the fan. This reflection co-
efficient depends on: the dimensions of the duct at the fan loca-
tion, the fan speed, the flow Mach numbers, the gap between the
fan and the stator, and the frequency of the incoming acoustic
mode. The reflection coefficient can be determined without any
prior assumption of intake shape. The specific geometry of the
intake determines where, and at which frequencies, turning points
occur within the duct and thus defines the frequency range over
which acoustic resonance is theoretically possible. We concentrate
on frequencies and circumferential mode numbers which could be
considered typical of aeroacoustic instability. This corresponds to
relatively low frequencies~typically 200–600 Hz at full scale!
and low-order circumferential mode numbers (m52 – 5). The ef-
fects of fan-stator gap, fan speed-swirl relationship, duct shape,
and acoustic lining on the occurrence of acoustic resonance are
investigated.

In this paper the model devised to study intake resonance is
developed further in order to investigate a second type of acoustic
resonance, not considered in Cooper and Peake@2#, which can
occur as a result of modes being trapped between the rotor and the
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stator. Mode trapping in the intake relies on mean swirl cutting off
a mode behind the fan, and only occurs for modes co-rotating with
the swirl. For counter-rotating modes the effect of mean swirl is to
cut on a mode. This creates the possibility of acoustic resonance
between the rotor and the stator, which occurs when modes are cut
on by swirl in the rotor-stator gap but cut off upstream and down-
stream of the swirling flow region. The possibility of this type of
mode trapping has been discussed by Hanson@3#.

2 Modeling the Aeroengine Duct
The intake duct is assumed to be axisymmetric with a circular

cross-section varying slowly in the axial direction, containing ir-
rotational steady flow and upstream and downstream propagating
acoustic modes. The model does not represent the effects of droop
present on inlets of modern gas turbines, but the significant effects
of area variation in the duct are included in the model. This allows
the aeroacoustic flow field in the duct to be determined following
the approach of Rienstra@4#. The fan is represented in our model
by an actuator disk. Horlock@5# gives an excellent discussion of
the many possible applications of actuator disks, including turbo-
machinery cascades. More recently Joo and Hynes@6,7# have used
actuator disks, embedded within a CFD scheme, to model a rep-
resentative fan on a high bypass ratio civil turbofan engine with
great success. An actuator disk relates the flow on either side of
the disk~blade row! by appropriate jump/conservation conditions;
it is assumed implicitly that the flow field varies slowly in the
circumferential direction~i.e., the length scale over which the flow
field varies is much greater than the blade pitch!. This assumption
is clearly valid here as we focus on low-order circumferential
modes. The acoustic wavelength is also much greater than the
axial chord of the blade rows, so that the resonant field is not
created, or influenced, by direct scattering of modes at the trailing
and leading edges of the blades. Note that, to be precise, the
actuator disk model used here is a ‘thick’ actuator disk, where the
conditions imposed represent jumps in value and also location—
from a blade entry plane to a blade outlet plane. The entry and exit
planes are positioned normal to thex-axis at average leading-edge
and trailing-edge locations.

Downstream of the fan the duct is taken to be a uniform annu-
lus carrying a steady vortical flow consisting of uniform axial flow
and a swirling azimuthal component. Mean vorticity couples the
potential and vorticity equations and gives rise to coupled
acoustic-vorticity modes which can propagate both upstream and
downstream. This type of mean swirling flow has been studied by
Golubev and Atassi@8# and Tam and Auriault@9#.

At some distance downstream of the rotor, a stator acts to
straighten the flow. The stator row is also represented by an ac-
tuator disk, with appropriate jump/conservation conditions which
are derived for a stationary~nonrotating! turbomachinery row.
Like the rotor, the stator is represented by a thick actuator disk in
order to preserve the rotor-stator gap. Downstream of the stator
the perturbation flow fields are described in the usual way for
uniform mean axial flow in a parallel annulus.

The form of the perturbation solutions in each region is dis-
cussed in Appendix A. The standard cylindrical coordinate system
(x,r ,u) is used throughout, and lengths are nondimensionalized
by the average duct radius at the fan,r m* , velocities by a reference
sound speed,c*̀ , density byr *̀ , pressure byr *̀ c*̀ 2, and time by
r m* /c*̀ .

3 Acoustic Resonance in the Intake
The change in intake cross-section can give rise to turning

points in the intake where a mode changes from cut on to cut off.
This is indicated by changes in the reduced axial wave number

s56@12a2~C0
22U0

2!/v2#1/2, (1)

wherea is the radial wave number~defined in Appendix A!, v is
the frequency,C0 is the local sound speed andU0 is the local

axial velocity. When a mode is cut ons is purely real and when a
mode is cut offs is purely imaginary.Figure 1~a! shows, for a
typical intake shape, how a mode which is cut on at the fan be-
comes cut off at some point further upstream. Typically the turn-
ing point first arises at the fan location at a critical frequency,v1 ,
and then moves upstream as the frequency is increased. At a sec-
ond critical frequency,v2 , a second turning point can arise in the
duct ~Fig. 1~b!!. Further increases in frequency see the mode be-
come cut on along the entire length of the duct whenv5v3 ~Fig.
1~c!!. One mode remains cut on along the entire length of the duct
until, at a frequencyv4 , a second mode becomes cut on at the
fan. v1 and v4 are governed by the duct dimensions at the fan,
while v2 andv3 are governed by the intake shape. The frequency
range of practical interest generally corresponds to the case where
there is just a single mode cut on at any point along the duct, and
we therefore restrict attention to this parameter regime.

For acoustic resonance in the intake duct we are interested in
the relationship between the coefficients of the upstream and
downstream-propagating modes in the intake,Au and Ad. The
vectorsAu andAd consist of all the intake cut-on coefficients and
a finite number of the cut-off coefficients. The conditions imposed
by the actuator disks~Eqs. ~29!–~31! in Appendix A! can be re-
arranged to give the following condition at the fan location,x
5xf ,

Au5KA d. (2)

Fig. 1 Variation in the real part of the reduced axial wave num-
ber, s, of the first radial mode along a slowly varying duct.
Solid lines represent right-propagating modes and dashed
lines left-propagating modes; modes are cut off when Re „s…Ä0.
„a… Single turning point upstream of the fan, v1ËvËv2 , „b…
two turning points in the intake, v2ËvËv3 , „c… mode cut on
along the entire length of the duct, v3ËvËv4 . All higher-order
radial modes are cut off when vËv4 . Duct inlet is located at
xÄ0 and fan located at xÄx f.
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For the case of a single cut-on mode~2! can be reduced to a scalar
expression

Au~xf !5KAd~xf !, (3)

whereK can be thought of as the fan reflection coefficient.
In addition to reflection at a turning point it is also possible to

have reflection of a propagating acoustic mode at the open~inlet!
end of the duct~see Cooper and Peake@2# for details on how the
reflection coefficients are determined!. Acoustic resonance in this
case relies on energy which is lost at the inlet being replaced by
energy extracted from the fan and mean flow to sustain it. If the
reflection coefficient at a turning point or the inlet isR then a
necessary condition for unforced acoustic resonance to occur is
uKu51/uRu. If there exists a single turning point,R5exp(ip/2),
and the upstream-propagating wave is totally reflected at the turn-

ing point. Thep/2 phase jump between incident and reflected
waves can be derived by considering an inner region around the
turning point in which the wave amplitude satisfies Airy’s
equation—see Rienstra and Hirschberg@10# for details. The reso-
nance condition for the single turning point case is thenuKu51.

In the frequency rangev2<v<v3 the resonance condition de-
pends on the length of the cut-off region. If the gap between the
two turning points is large, very little energy can escape across the
cut-off region and the system acts like the single turning point
case. As the gap shortens, energy can leak across the cut-off re-
gion producing a phenomenon analogous to barrier penetration
~see Dowling and Ffowcs Williams@11#!. If the gap then becomes
sufficiently short, much more energy can leak across the cut-off
region and the system behaves as if the mode is cut on along the
entire length of the duct.

Fig. 2 Frequencies and fan speeds corresponding to potential acoustic reso-
nance in an arbitrary intake. Dashed lines denote the frequency range for which
there is, at most, one mode cut on along the duct. The lower line is v1 , and the
upper line is v4 . The shaded „gray … regions correspond to zK zÌ1, the edges of
the bands are where zK zÄ1, and elsewhere zK zË1. „a… mÄ2, „b… mÄ3, „c… m
Ä4, „d… mÄ5.
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The value ofuKu depends only on duct dimensions and flow
conditions at the fan and further downstream. Essentially it repre-
sents the effect of the fan system~the fan, outlet guide vanes and
interrow swirl region! on downstream propagating waves in the
intake. Parameters which give values ofuKu>1 can therefore be
determined independently of intake shape in the frequency range
v1<v<v4 . Once these have been calculated the effect of intake
shape can be assessed by determining the critical frequenciesv2

andv3 and the values ofuKu can then be matched accordingly. In
this way it is possible to identify aspects of the intake shape which
have a direct influence on the resonance.

3.1 Example. This section considers an industrially repre-
sentative duct where axial, swirl, and blade Mach numbers are
expressed in terms of fan speed. This leaves the frequency,v, and
fan speed as free parameters to be varied in order to find under

Fig. 3 Effect of degree of mean swirl on the resonance bands for mÄ2, where
MVÄkW ÕWmax . Lines correspond to fan speeds where zK zÄ1 along the line
vÄv1 .

Fig. 4 Effect of rotor-stator gap length, L , on the narrow-band resonance for
mÄ3. Lines correspond to fan speeds where zK zÄ1 along the line vÄv1 .
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which conditionsuKu>1. The nondimensional radii of the duct at
the fan, and further downstream, are taken to beR1(xf)50.65,
R2(xf)51.4, and the rotor-stator gapL[xs2xf50.7. It is as-
sumed that the fan rotates with an angular velocityW rads21, and
has a maximum design angular velocityWmaxrads21. The average
blade Mach number is given by

Mb5S W

Wmax
D Wmaxr m*

c*̀
, (4)

where it is assumed thatWmaxrm* /c*̀50.8. The mean flow behind
the rotor consists, in general, of a radially varying axial velocity
and a swirl velocity comprised of solid-body rotation and free-
vortex components. The model formulation is applicable to the
general velocity distribution but qualitative results can be obtained
by approximating the mean velocity field by a uniform axial flow
and solid-body rotation. This approximation allows more efficient
computation of the eigenvalues and eigenvectors. The effects of a
more general velocity field are discussed at the end of this section.

The axial and average swirl Mach numbers are taken to be

Mx
~1!50.6W/Wmax Mx

~2!50.5W/Wmax,

Mx
~3!50.45W/Wmax, MV50.5W/Wmax, (5)

where superscript~1! denotes the intake section,~2! the swirl
region, and~3! downstream of the stator.

Calculations were carried out for circumferential mode num-
bersm52 – 5 and for fan speeds in the range 0.5<W/Wmax<1.
The dimensional frequency is given byf 5vc*̀ /2pr m* , and for
this example the range 1.5<v<6.5 corresponds to 208 Hz< f
<905 Hz.

Figure 2 shows frequencies as a function of relative fan speed
where the necessary condition for resonance is satisfied. At the
edges of the shaded regionsuKu51, regions whereuKu.1 are
shaded gray, and elsewhereuKu,1. The results show very narrow
regions which vary in position and number withm, and these
families of resonances will be termed ‘‘narrow-band’’ resonance.
In addition to this there are wider regions of ‘‘high-speed’’ reso-

nances. The results indicate the general areas where acoustic reso-
nance may be a factor. Resonances for a specific intake shape are
identified later. The effect of swirl is considered by calculating
resonance points along the linev5v1 for different swirl Mach
numbers given byMV5k(W/Wmax), where 0.1<k<0.9. InFig. 3
it can be seen that as the degree of swirl increases, the resonance
condition is satisfied at lower fan speeds. The high-speed reso-
nance is less sensitive to changes in swirl than the narrow-band
resonance. The effect of rotor-stator gap length,L, can also be
demonstrated by considering resonance points along the linev
5v1 , and results are shown inFig. 4. The width of the narrow
band resonance is found to decrease as the gap length increases,
and beyond some critical value ofL the resonance bands disap-
pear. The high-speed resonance~not shown! is generally insensi-
tive to changes in gap length and remains present for large values
of L. Similar trends to those shown inFig. 3 and Fig. 4, for
changes in mean swirl and rotor-stator gap length, are observed
for all values ofm of interest.

The results presented above suggest different physical explana-
tions for the occurrence of the two families of acoustic resonance.
The insensitivity of the high-speed resonance to both swirl distri-
bution and gap length suggests that the mechanism relies solely on
the presence of swirl to cut off the incident wave. Acoustic reso-
nance then occurs as a result of direct reflection at the fan face.
The effects of swirl and rotor-stator separation on the narrow-band
resonance indicate that propagation through the swirl region and
the stator must be involved in this case. The effects of gap length
suggest that the physical process must involve reflection of cut-off
waves at the stator. The disappearance of this resonance beyond a
critical separation appears to support this theory, as increases in
gap length would attenuate the incident cut-off waves to such a
degree at the stator location, removing the possibility of reflection.

We now consider the intake effect using the duct of a CFM56-
inspired turbofan engine, as in Rienstra@4#. The intake shape is
given by

R1~x!5max$0,0.9852@0.11213.37~12x/3!2#1/2%, (6)

R2~x!51.420.25~12x/3!210.14 exp~211x/3!, (7)

Fig. 5 Intake shape used in examples. The duct dimensions at the fan, inlet
and throat „denoted here by Rc… are important aspects of the duct shape
which define the frequency ranges for the cut on Õcut off characteristics
shown in Fig. 1.
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with 0<x<35xf , and shown inFig. 5. The characteristics
shown inFig. 1 are dependent on two critical radii. The frequency
at which a mode becomes cut on at the duct inlet~Fig. 1~b!!,
depends on the inlet radius,R2(0). The frequency at which the
mode becomes cut on along the entire length of the duct~Fig.
1~c!! depends on the radius of the duct at the point of maximum
contraction,Rc , termed the throat radius. These radii determine
v2 andv3 as functions of relative fan speed and indicate which
form of the resonance condition must be satisfied, i.e., forv
,v2 we must haveuKu51, and forv.v3 we must haveuKu
51/uRu, whereR is the reflection coefficient at the duct inlet.

The inlet reflection coefficientuRu, which decreases with in-
creasing fan speed and increasing frequency, can be used to iden-
tify specific resonance points.Figure 6 shows the frequency
ranges determined by the intake shape and the resulting resonance
points whenm52. In this case the general areas of possible reso-
nance shown inFig. 2~a! give a good indication of actual reso-
nances when a specific intake shape is assumed. The main differ-
ence is that forv.v3 the resonance band narrows and vanishes
for W/Wmax.0.95.

Changing the intake shape has an effect on the linesv2 andv3 .
Increasing/decreasing the radiusR2(0) will lower/raise the line
v2 and also change the reflection coefficients at the duct inlet.
Increasing/decreasing the throat radiusRc will lower/raise the line
v3 . The intake shape can also be modified by changing the axial
location of the throat. If the value ofRc remains unchanged, then
this has no effect on the position of the linesv1 , v2 or v3 , but
may change the length of the cut-off region in the frequency range
v2<v<v3 and the amount of energy leakage across the cut-off
region. The value ofRc is much more important than the axial
location of the throat.

The inclusion of a more general swirl distribution is expected to
have little impact on the qualitative results presented here, in that
two families of resonance may be generated and the basic mecha-
nisms for their occurrence remain valid. Since the high-speed
resonance simply relies on the action of the swirl to cut off the
incident wave it is expected that this family of resonances would

not be affected significantly by changes in the swirl distribution.
The conditions at which the narrow-band resonance arises may be
affected by the addition of a free-vortex component in the swirl,
since it is hypothesized that propagation through the swirl region
is involved in the generation of this type of resonance.

3.2 Lined Intake Duct. If the intake duct is lined with a
finite impedance material then this acts to attenuate the cut-on
modes. Even though these modes are attenuated they still carry
energy, unlike cut-off modes in a hard-walled duct. The effect of
an acoustic lining is to remove any turning points within the in-
take duct, leaving reflection from the open end of the duct as the
only mechanism for acoustic resonance to occur. It should be
noted that in practice intake treatment usually starts some distance
upstream of the fan and extends to the neighborhood of the inlet
highlight. As such, mode scattering at the interface between lined
and unlined sections of the duct may have an impact on the reso-
nance condition. These effects are not included at this stage and
we assume the duct is lined completely. Some differences to the
hard-walled duct arise since the radial and reduced axial wave
numbers for upstream and downstream-propagating modes now
differ. In order to obtain a resonance condition in this case the
general solution for the amplitude variation along the duct must be
considered. Following Rienstra@4# the amplitudes of the down-
stream and upstream-propagating modes, at the fan locationxf ,
can be written as

Ad~xf !5S1~xf !P
1Ad~0!/S1~0!, (8)

Au~xf !5S2~xf !P
2Ad~0!/S2~0!, (9)

where

P65expS 2 i E
0

xf

m6~«y!dyD .

Fig. 6 Solid lines show when the resonance condition is satisfied for mÄ2
with the intake shape given by Eq. „6… and Eq. „7…. Dashed lines show the
frequencies v1 , v2 and v3 . Region A corresponds to the behavior shown in
Fig. 1 „a… and here zK zÄ1. Region B denotes the situation in Fig. 1 „b…. Region C
corresponds to the case in Fig. 1 „c… and here zK zÄ1ÕzRz.
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The axial wave number,m6, is defined in Appendix A~Eq. ~12!!
and expressions forS6(x) are given in Appendix B. This leads to
the resonance condition

uKu5uT/Ru, (10)

whereT5S2(xf)S
1(0)P2/(S2(0)S1(xf)P1). Figure 7 shows

the variation ofuTu as a function of wall impedance, for a given
fan speed and frequency. The value ofuTu is dominated by the
exponential factoruP2/P1u, which increases significantly with
the degree of wall compliance. These trends are maintained across
all fan speeds and frequencies. As a result, unless the liner mate-
rial is very stiff, it is generally not possible to extract sufficient
energy from the fan and the mean flow in order to satisfy the
resonance condition, and the acoustic lining is able to attenuate
the resonant acoustic modes. If the intake is lined the lining im-
pedance and intake length, which govern the size ofP6, are
therefore significant factors to be considered.

4 Acoustic Resonance in the Rotor-Stator Gap
The mechanism for acoustic resonance in the intake relies on

mean swirl cutting off a mode which is cut on in the absence of
swirl. This only arises for modes co-rotating with the swirl~i.e.,
m.0 givenMV.0). For counter-rotating modes (m,0) the ef-
fect is opposite. This provides a potential mechanism for mode
trapping in the gap between the rotor and the stator. At low fre-
quencies no modes are cut on upstream of the fan and downstream
of the stator, but a counter-rotating mode can be cut on in the
swirling flow region. In order to derive a resonance condition for
this type of acoustic resonance we return to the relations between
coefficients. For resonance in the rotor-stator gap rearrangement
of Eqs.~29!–~31! leaves an expression of the form

QA150, (11)

where A1 is the vector of coefficients for the downstream-
propagating modes in the interrow swirl region. The condition for
resonance in this case is that the matrixQ be singular, i.e.Q has
zero determinant.

In numerical systems there are problems in using the zero de-
terminant condition to prove a matrix is singular due to numerical

rounding errors. Woodley and Peake@12# discussed these prob-
lems and adopted the method of singular value decomposition
~SVD! to establish whether a matrix is singular. The SVD factor-
ization can be used to obtain the condition number, which is de-
fined as the ratio of the largest and smallest singular values.
Strictly a matrix is singular if the reciprocal of the condition num-
ber ~RCond! is zero. Again, due to errors accumulated in the nu-
merical procedures preceding the calculation of the condition
number, this condition cannot be obtained exactly. We therefore
define resonance as occurring when RCond is significantly smaller
than elsewhere across the parameter range. The determinant is
also monitored to ensure that the reciprocal of the condition
number is small due to a zero eigenvalue, rather than one large
eigenvalue.

4.1 Example. The case of zero cut-on modes upstream of
the fan corresponds to the frequency range 0,v,v1 . Figure 8
shows contours of ln~RCond! for m522 when MV

50.5W/Wmax and the axial Mach numbers are those given in Eq.
~5!. There are several regions where the contours are concentrated
denoting sharp extrema. The dashed lines indicate the fan speeds
where RCond displays a sharp minimum. The subplots in this
figure show the value of RCond as a function of frequency at
these fan speeds and indicate the frequencies at which the system
is numerically singular. Although there exist discrete points where
the matrix can be said to be singular it might be expected that
frequencies and fan speeds in the vicinity of these singular points
may excite an acoustic resonance given small fluctuations in flow
conditions or geometry.Figure 8 shows several regions where the
system may be particularly sensitive to small changes in condi-
tions and where acoustic resonant modes may be excited. The
position and number of resonance points is found to vary with the
rotor-stator gap length~more resonance points are found for
smaller gap lengths! and the resonance is only sustained for suf-
ficiently high degrees of swirl.

If the intake is lined modes are no longer cut on in the intake,
and Ad50 since the modesAu are attenuated to such an extent
when the inlet is reached that there are no modes reflected back
downstream. An acoustic lining therefore effectively extends the
frequency range for which there are zero modes cut on in the

Fig. 7 Effect of wall impedance on the parameter zTz defined in Eq. „10…, when
mÄ2, WÕWmaxÄ0.5, vÄ2.5. Solid line: Z2ÄlÀ i ; dashed line: Z2Ä4Àl i .
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intake and is likely to enhance the possibility of the rotor-stator
gap resonance. This form of unforced interstage acoustic reso-
nance would lead to the formation of large-amplitude, saturated-
state oscillations in the same manner as the intake resonance,
suggesting another possible route to instability or loss of perfor-
mance within the engine.

5 Conclusions
A theoretical model of an aeroengine has been developed and

used to demonstrate the phenomenon of acoustic resonance. Two
forms of resonant state have been identified. One corresponds to
the trapping of acoustic modes in the intake which arises, in part,
due to the cross-sectional variation of the intake. The second form
of resonance occurs between the rotor and the stator. The presence
of swirling flow is involved in the physical mechanism of both
forms of resonance. Modes corotating with the mean swirl which
are cut on upstream of the fan can be cut off in the swirling region
downstream of the fan, and counter-rotating modes can be cut on
in the swirling-flow region and cut off elsewhere. For the intake
resonance mode trapping occurs between the fan and a point up-
stream in the intake. If a turning point exists in the intake then an
upstream-propagating mode is totally reflected into a downstream
propagating mode. For a mode cut on along the entire length of
the intake partial reflection occurs at the inlet. In this case energy
lost in reflection must be extracted from the fan and mean flow in
order for resonance to occur.

The intake resonance is comprised of two families. The first is
generally a high-speed resonance occurring at fan speeds above
90% of the maximum speed, and is insensitive to the degree of
swirl and rotor-stator gap length. This suggests that the physical

process involves the action of swirl to cut off the incident mode,
effectively generating a barrier to the incident acoustic wave
which becomes reflected at the fan face. The second family occurs
over a wider range of fan speeds and is completely eliminated if
the rotor-stator gap exceeds some critical value. This suggests that
these resonant states involve the evolution of cut-off modes
through the swirl region and arise from reflection of these modes
off the stator. The formulation of the acoustic resonance model
makes no assumption about the form of the mean flow distribution
in any region, and is therefore applicable to the more general
velocity distribution in the swirl region. The difficulty in imple-
menting this arises in the computation of the vorticity-dominated
eigenvalues and eigenfunctions. A significant increase in numeri-
cal complexity would be required in order to obtain the vorticity-
dominated modes sufficiently accurately in the general case. Since
the degree of swirl strongly affects the latter family of resonances,
it may be important in practical terms to account for the actual
swirl profile produced by the fan. The construction of this model
has identified important duct characteristics which are significant
for intake resonance. Critical parameters are the inlet radius and
annulus dimensions at the fan, together with the flow conditions at
the fan and further downstream, which determine the overall fre-
quency range across which acoustic resonance is possible. Fur-
thermore the value of the duct radius at the throat governs which
form of resonance condition is appropriate. A larger throat radius
extends the frequency range over which the conditionuKu51
must hold. The model also demonstrates that acoustic resonance
in the rotor-stator gap can be excited, but only if the degree of
swirl is large enough. The position of these resonances in
frequency-fan speed parameter space and the number of resonance

Fig. 8 „a… Contours of ln „RCond … when mÄÀ2, LÄ0.7 and MVÄ0.5WÕWmax . The dashed lines
denote fan speeds at which RCond displays a sharp minimum corresponding to numerical sin-
gularity. The variation in RCond at these fan speeds is shown in the subplots „b… WÕWmax
Ä0.575, „c… WÕWmaxÄ0.775, „d… WÕWmaxÄ0.885.
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points changes with rotor-stator gap length. The effect of acoustic
lining in the intake is to attenuate the intake acoustic resonance
states. In practice it may be more attractive to line only a section
of the intake, in which case a tailoring of properties to eliminate
all resonant modes would be required. A lined intake is thought to
increase the frequency range over which the gap resonance is
possible.

In conclusion, if the frequency of any of these resonant states
coincides with a natural vibrational frequency of the fan then this
may lead to destabilization of the fan and the onset of phenomena
such as flutter and/or rotating stall. The model provides an effi-
cient alternative to full numerical simulation and allows physical
mechanisms to be investigated over a wide range of parameter
values. The authors anticipate that the model will prove to be a
useful tool in the design process, allowing potentially damaging
resonant phenomena to be investigated prior to full-scale testing.
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Appendix A

Flow Upstream of the Fan. The intake section is modelled
as a slowly varying duct. A slow axial scaleX5«x is introduced,
where« is a small parameter of the order of the axial slope of the
duct walls. The duct is defined byR1(X)<r<R2(X) with mean
axial velocityU0

(1)(X). Details of the full mean flow solution can
be found in Rienstra@4#. The local axial Mach number is given by
Mx

(1)(X)5U0
(1)(X)/C0

(1)(X), whereC0
(1) is the relative speed of

sound along the intake.
For a mode of nondimensional frequencyv and circumferential

wavenumberm, the acoustic field, at leading order, is expressed in
terms of a potential with slowly varying amplitude and axial wave
number. The axial wave numbers,mn

6 , are given by

mn
6~X!5

2k0Mx
~1!6~k0

22an
2$12Mx

~1!2
%!1/2

12Mx
~1!2 , (12)

where k05v/C0
(1) , n denotes radial order andan is the radial

wave number determined from the boundary condition]f (1)/]r
50 at the~hard! duct walls. A typical eigenvalue spectrum con-
sists of a finite number of cut-on modes (Im$mn%50) correspond-
ing to the lowest radial orders, and an infinite, discrete, set of
cut-off modes (Im$mn%Þ0).

Just upstream of the fan, located atx5xf , the potential field
can be expressed as

fm
~1!~x,r ,u,t !5(

n51

`

$Amn
u e2 immn

2
~x2xf !

1Amn
d e2 immn

1
~x2xf !%Cm~amnr !exp$ ivt2mu%,

(13)

whereAmn
u andAmn

d are coefficients of upstream and downstream
propagating waves, respectively,Cm(z)5Jm(z)1kYm(z), with
Jm andYm the mth-order Bessel functions of the first and second
kind, respectively, andk52Jm8 (aR2)/Ym8 (aR2).

Flow Between the Rotor and the Stator. Behind the fan the
steady flow is swirling and taken to consist of uniform axial flow,
U0

(2) , and mean swirl expressed as a sum of rigid body rotation
Vr and free vortexG/r . The perturbation velocity,v, is first de-
composed into potential and vortical parts,

v5¹F1a. (14)

With the form

@F,ax ,ar ,au#5@fmn~r !,Xmn~r !,Rmn~r !,Tmn~r !#exp$ ivt2 imu

2 ikmn~x2xf !%, (15)

the coupled acoustic and vorticity equations give rise to a gener-
alized eigenvalue problem,

BYmn5kmnYmn , (16)

where Ymn5@fmn ,hmn ,Rmn ,Tmn#, and hmn5kmn(1
2U0

2/C0
2)fmn . Equation ~16! is solved numerically using a

Chebyshev spectral-collocation method to determine the values of
kmn and the associated eigenvectors. The eigenvalue relation for
this type of flow produces two distinct sets of coupled acoustic-
vorticity modes. One set is pressure dominated and consists of
upstream and downstream-propagating cut-on modes and an infi-
nite discrete set of cut-off modes. The second set is vorticity-
dominated and consists of two branches of eigenvalues which
asymptotically approach a critical value corresponding to pure
convection. These modes are labeled1, 2, l and r, respectively.
The perturbation to the flow field is written as a sum over these
modes and detailed mathematical descriptions are given in Cooper
and Peake@2#.

Flow Downstream of the Stator. Behind the stator, located
at x5xs , the steady flow is purely axial with velocityU0

(3) , and
the unsteady flow field consists of downstream-propagating
acoustic and vorticity modes. The acoustic field is given by

fm
~3!5(

n51

`

Bmn
d e2 ismn

1
~x2xf !Cm~amnr !exp$ ivt2 imu%, (17)

where the axial wave numbers,smn
1 , differ to mmn

1 in region 1 if
Mx

(3)ÞMx
(1) .

The radial component of the purely convected vorticity field,a,
is expressed in terms of Bessel functions which satisfy the imper-
meability condition at the walls,

ar
m5(

n51

`

Bmn
r e2 ikx~x2xf !$J1~bmnr !1nY1~bmnr !%exp$ ivt

2 imu%, (18)

where kx5v/U0
(3) is the convected wave number,n5

2J1(bmnR2)/Y1(bmnR2) and the radial eigenvalues,bmn , are
chosen to satisfy the boundary conditions. The vorticity field must
satisfy¹•a50 which leads to the expansions

~au
m ,ax

m!5(
n51

`

~rBmn
u ,iBmn

x !e2 ikx~x2xf !$J0~bmnr !

1nY0~bmnr !%exp$ ivt2 imu%. (19)

The coefficients are related by the condition

bmnBmn
r 2 imBmn

u 2 ikxBmn
x 50, (20)

which allows one set of unknown coefficients to be eliminated.

Twin Actuator Disk Model for Rotor-Stator Pair. The un-
known constants in the three flow regions are related through
conservation of mass flow, conservation of radial velocity, conser-
vation of rothalpy and the Kutta condition applied at each disk. A
condition on the stagnation pressure is not applied since we are
assuming the flow to be isentropic.

Using superscripts~1! and~2! to denote the unsteady flow fields
in regions 1 and 2, respectively, the~linearized! mass and radial
velocity conditions at the rotor are

Mx
~1!

C0
~1!

p~1!1ux
~1!D0

~1!5
Mx

~2!

C0
~2!

p~2!1ux
~2!D0

~2! , (21)
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ur
~1!5ur

~2! , (22)

where C0 , D0 are the relative mean speed of sound and mean
density, andp is the perturbation pressure. The linearized conser-
vation of rothalpy condition is

p~1!

D0
~1!

1C0
~1!~Mx

~1!ux
~1!2rM buu

~1!!5
p~2!

D0
~2!

1C0
~2!S Mx

~2!ux
~2!1r H MV

1
MG

r 2
2MbJ uu

~2!D , (23)

whereMb5Wrm* /(C0
(1)c`) is the average blade Mach number~W

is the angular velocity of the fan!. The mean swirl velocity is
assumed to be composed of solid-body rotation and free-vortex
components and the associated swirl Mach number are given by
MV5Vr m* /(C0

(1)c`) and MG5G/(r m*
2C0

(1)c`), respectively. The
Kutta condition leads to

Mx
~2!uu

~2!5r H MV1
MG

r 2
2MbJ ux

~2! . (24)

The corresponding conditions imposed at the stator are

Mx
~2!

C0
~2!

p~2!1ux
~2!D0

~2!5
Mx

~3!

C0
~3!

p~3!1ux
~3!D0

~3! , (25)

ur
~2!5ur

~3! , (26)

p~2!

D0
~2!

1C0
~2!S Mx

~2!ux
~2!1r H MV1

MG

r 2 J uu
~2!D

5
p~3!

D0
~3!

1C0
~3!Mxux

~3! , (27)

uu
~3!50. (28)

The conditions in Eqs.~21!–~28! give rise to expressions involv-
ing a summation over the number of radial orders,n. If the sum-
mations are truncated at some valuen5N, then these conditions
can be transformed into a set of eight matrix equations in terms of
Amn

u , Amn
d , Amn

1 , Amn
2 , Amn

l , Amn
r , Bmn

d , Bmn
x andBmn

r , by mul-
tiplying both sides byrCm(a j r ) ( j 51, . . .N) and integrating
from R1(Xf) to R2(Xf) ~see Cooper and Peake@2# for details!. By
eliminating the coefficientsAmn

l , Amn
r , Bmn

d , Bmn
x andBmn

r these
equations can be reduced to the form

C1Au1D1Ad1E1A11F1A250, (29)

C2Au1D2Ad1E2A11F2A250, (30)

C3Au1D3Ad1E3A11F3A250, (31)

where Cj , Dj , Ej , and Fj are N3N matrices, andAu

5@Am1
u ,Am2

u , . . . ,AmN
u #, etc. In the calculations a value ofN

510 was found sufficient to obtain a convergent solution.

Appendix B
The general amplitude variation along a lined duct was deter-

mined by Rienstra@4# and is given by

A~x!5Q0S~x!,

whereQ0 is an arbitrary constant and, ifR1Þ0,

S~x!5
1

2
pS 2C0

D0vs D 1/2F R2
2S 12

m22z2
2

a2R2
2 D 1

D0U0z2

V

@aR2Ym8 ~aR2!2z2Ym~aR2!#2

2

R1
2S 12

m2

a2R1
2D

@aR1Ym8 ~aR1!#2
G 21/2

,

otherwise

S~x!5S 2C0

D0vs D 1/2F H R2
2S 12

m22z2
2

a2R2
2 D

1
D0U0z2

V J Jm~aR2!2G21/2

,

whereV5v2mU0 andz25V2D0R2 /( ivZ2), with Z2 the outer
wall impedance.
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